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Fig. 1: Validation of Technique A comparison was made between the results provided by a traditional tuft (made from audiotape)
with the results provided by the “cool” thermal tuft for flow over a backward-facing step (step height = 25mm). This flow condition
was chosen because of the well-documented features of the separated flow region downstream of the step.
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Fig. 2: Experimental Results The “cool” thermal tuft captured the presence of the important flow features including the weak
counter-rotating vortex, the reverse flow region, the reattachment point, and the region of attached flow. These features were also
captured with both smoke flow visualization and with traditional tufts made from audiotape as shown below. The results also agreed
well with published results.

dividing streamline as revealed by smoke visualization
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Summary

An optical flow diagnostic technique was developed to detect surface flow
direction in weakly separated flows. The technique makes use of
thermochromic liquid crystals applied to a surface that is first coated with flat-
black paint. A thin reflective material is affixed to the test surface. The chrome reflector (6 mm diameter) thermal tuft
surface is heated uniformly from above with infrared heaters. The reflective
surface remains cool relative to the nearby black surface. A thermal tuft of
relatively cool air (having just passed over the reflector) is advected in the flow
direction of the surface flow thereby creating a “comet tail" of liquid crystal ~ direction
color response. The “comet tail” points in the direction of the surface flow.

The “cool” thermal tuft successfully provides a means for detecting surface
flow direction. The advantages of this method are the following: it is sensitive
enough to detect the presence of weakly separated flows; it is non-obtrusive; it
is reversible so does not require clean-up between runs; and it can be applied
to vertical surfaces because there is nothing to drip.

Fig. 3: Close-up of “cool” thermal tuft

A “Cool” Thermal Tuft for Detecting Surface Flow Direction

A.R. Byerley O. Stormer J. W. Baughn T.W. Simon K. Van Treuren
Dept. of Aeronautics BWB U.C. Davis Univ. of Minnesota Baylor University
USAF Academy, CO Ingolstadt, Germany Davis, CA Minneapolis, MN Waco, TX
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Photographs on the Effect of Perforations on the Heat
Transfer due to Laminar Flow over an Extended Surface

M. Cerza J. C. Adams and P. T. Ireland J. Oswald
Mechanical Engineering Department Department of Engineering Science Rolls Royce ple, Ansty
US Naval Academy The University of Oxford Coventry, UK CV7 9JR
Annapolis, MD USA 21402 Oxford, UK OX1 3PJ
ABSTRACT

In the past it has not been resolved as to whether perforated surfaces on a fin enhance heat transfer. In this photographic study which
utilizes liquid crystal thermography, the evidence suggests that there is an increase in the local heat transfer coefficient in the vicinity of
the downstream side of the perforations. The perforations appear to partially disrupt the thermal boundary layer and they appear to
allow a partial restart of the boundary layer on the backside of the hole.  For these series of photographs, a transient heating technique
is employed. Helium at approximately 70°C is allowed to flow through 5 perspex channels separated by I mm thick perforated fins.
The channel cross sectional areas are 33 mm high by 13.1 mm wide. The channel length is 1 m. The initial temperature of the channels
was 24°C. A one degree, narrow band, liquid crystal (30°C colour change temperature) was painted over the black painted centre
channel fin. The time history of the colour change of the painted fin was recorded on a standard CCD video camera. The peak
intensity-time relationships were obtained from image processing the recorded video and the heat transfer coefficients were evaluated
using a transient thin fin heat transfer model. The helium temperature was measured at 5 locations along the channel. As can be seen,
there appears to be a local heat transfer enhancement near the backside of the perforations. Comparisons are made to non-perforated

fins in the channel Reynolds number range of 750-2500.
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Dependence of LIF Image

Schematic of Two-Color LIF
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TWO-COLOR (Rh-B & Rh-110) LASER INDUCED FLUORESCENCE (LIF) THERMOMETRY
WITH SUB-MILLIMETER MEASUREMENT RESOLUTION

H. J. Kim and K. D. Kihm
Texas A&M University, College Station, Texas

Two-color laser induced fluorescence (LIF) technique
(Inset A) uses two fluorescence dyes with different
emission characteristics — one is the temperature sensitive
dye (Rhodamine-B) and the other is the temperature
insensitive dye (Rhodamine-110). The ratio of the two
fluorescence emission intensities, therefore, provides a
calibrated correlation with temperature that does not depend
on the laser illumination intensity variation and is free from
the possible bias occurring from background noise (Insets B
& C). The developed technique measures thermally

596 / Vol. 124, AUGUST 2002

stratified water layers with known linear temperature
distributions.  The Inset D shows “false-color” images of
the intensity ratios measured for 10-mm cuvette, and the
Insets E and F, for 1-mm cuvette. The temperature data,
converted from these images (E, F) using the calibration
(C), shows fairly accurate comparison with the theory (Inset
G). The minimal spatial resolution is estimated to 10 um
and the maximum data uncertainty for a spatial resolution of
300um by 200um is estimated to be £1.45 °C with a 95%
confidence interval.

Transactions of the ASME
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Figure 1: Thermal writing and crasing. Heat and force from the
cantilever tip cause the polymer to soften and flow, forming an
indentation data bit.  Erasing or modifying previously written
indentations 1s possible by melting the region near a previously
formed structure.
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Figure 3: Tracks of thermally written indentations in a thin polymer
layer. Color corresponds to the vertical, out-of-plane dimension. As
the indentation periodicity increases, heat diffusion and melted
polymer flow influences neighbor indentations. The maximum data
density demonstrated here is 0.9 Tbit in”.
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Figure 2: Thermal nanoimaging is accomplished by measuring the
cantilever response to short (=10 ps) electrical pulses. The thermal
resistance between the cantilever and the substrate varies as the
cantilever tip follows the contours of previously written structures,
producing a measurable change in the cantilever heating temperature.
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Figure 4: Tracks of thermally written and thermally erased
indentations. Since erasing requires writing, cach block of erased
bits requires one “erase’ bit at the end of the track.

THERMAL WRITING AND NANOIMAGING WITH A HEATED ATOMIC FORCE MICROSCOPE CANTILEVER

William P. King and Kenneth E. Goodson
Department of Mechanical Engineering, Stanford University, Stanford, CA 94305-3030

In thermal writing for surface modification or data storage, a
heated atomic force microscope cantilever (AFM) tip 1s in contact
with and scans over a thin polymer film, as shown in Fig. 1. Heat
conduction along the cantilever tip induces thermomechanical
formation of nanometer-sized indentations in the polymer. Erasing or
modifying previously written structures is possible by writing such
that heat from the tip and flow of the polymer influence nearby
structures, also shown in Fig. 1. A thermal nanoimaging technique
measures vertical feature sizes by monitoring changes in the thermal

Journal of Heat Transfer

impedance across the cantilever-polymer gap as the cantilever tip
follows the contours of the written structures, shown in Fig. 2.

Indentations written with varying periodicity in Figure 3 show that
heat transfer and polymer flow near the tip limit the packing density of
indentations, corresponding to a data storage density limit of 0.9
Thit in”®. Figure 4 shows indentations written and then crased. Figures
3 and 4 are made with the thermal nanoimaging technique at 3 KHz and
a lateral pixel spacing of 3 nm. The AR/R reading sensitivity is 0.02 per
vertical nanometer.

AUGUST 2002, Vol. 124 / 597
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Fig. 2: Comparison of infinite fringe interferograms
with numerical isotherms for blind slat angles
of ¢=45°, ¢=0° and ¢=-45° (Ts-T..=20°C,
q=0 W/nf, b=14.5mm, p=22.2mm).

q=0 W/nt Q=117 W/nt q=233 W/nt

Fig. 3: Flow visualization showing the effect of solar
heat flux (q) on the flow between the slats
(Ts-T..=20°C, ¢=0°, b=14.5 mm, p=22.2mm)

no blind

q=0 W/nt

Q=117 W/nf  q=233 W/nT
Fig. 4: Infinite fringe interferograms showing the

cffect of solar heat flux (q) on the temperature

field (Ts-T.=20°C, ¢=0°, b=14.5 mm, p=22.2mm).

VISUALIZATION OF CONVECTION AT AN INDOOR WINDOW GLAZING WITH A VENETIAN BLIND

D. Naylor, N. Duarte, A.D. Machin and J. Phillips

Ryerson University, Toronto, Ontario, Canada

Flow and temperature ficld visualization photographs have
been obtained of the free convection about a heated louvered
blind adjacent to an isothermal vertical plate. This
configuration, shown in Fig. 1, is an approximate model of an
indoor window glazing with a venetian blind that is heated by
absorbed solar radiation. The absorbed solar heat flux (q) was
simulated by heating the blind slats using thin foil clectric
heaters. Flow visualization photographs were taken using a

598 / Vol. 124, AUGUST 2002

P.H. Oosthuizen and S.J. Harrison
Queen's University, Kingston, Ontario, Canada

sheet of laser light and cigarette smoke. Full-field temperature
visualization and local heat transfer measurements
obtained using a Mach-Zchnder interferometer.

These images were obtained as part of an ongoing project
that examines the effect of shading devices on the thermal
performance of windows. The results are being used to
develop numerical models of the complex thermal interaction
between the blind and window.

were

Transactions of the ASME
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THERMOCAPILLARY FLOW INDUCED BY LASER HEATING OF AN ACOUSTICALLY
LEVITATED AND FLATTENED GLYCERIN DROP

K. Ohsaka, S. S. Sadhal, and A. Rednikov, Aerospace and Mechanical Engineering, University of Southern
California, Los Angeles, California

A glycerin drop is acoustically levitated and flattened using
an acoustic apparatus schematically shown in Fig. 1(a). Fig.
1(b) shows a side view of the levitated drop that is lightly
touched by a non-conductive needle at the corner to prevent
undesirable spinning. The flattened drop 1s approximately 7
mm in diameter and 0.5 mm thick. The drop is then locally
heated by a CO; laser beam, approximately 2 mm in diameter,
at the edge from the left-hand side, as shown by the arrow in
Fig 1 (b). Fig. 1(c) shows a steady state thermal image of the
top surface of the drop taken by an IR camera. The white
circle indicates the physical position of the drop. The laser

beam hits at the bottom corner. Heat conduction and
convection inside of the drop and strong convective heat loss
at the edge of the drop due to acoustic streaming create the
temperature distribution so that the isotherms take the shape
of an exclamation mark. Thermocapillary flow associated
with this temperature distribution is visualized in Fig. 1(d),
where the flows start from the heated spot (lowest position in
the picture), move along the diameter of symmetry, split
right and left, and return along the edge. A stagnation point
exists at the top of the drop.

Journal of Heat Transfer AUGUST 2002, Vol. 124 / 599
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Schematic of the gradient sensing interferometer.

Thermal gradient field of a rising “mushroom shaped” plume in water. The images
shown are taken at 200 ms interval.

4
EEEE \ : |
3 [

Variation in concentration gradient due to the diffusion of glycerin-water mixture Laminar and oscillatory "0“"“"_0" in the
(1:3) in water. The images are at 100 ms, 220 ms, 880 ms and 2880 ms with respect || Presence of a heated block using ethyl
to the left most image. alcohol as the fluid medium.

Visualization of Iso-Gradient Lines in Convective and Diffusive
Systems using Gradient-Sensing Interferometry

S.L. Wong, D. Mishra, J.P. Longtin, R. Singh and V. Prasad
Department of Mechanical Engineering
State University of New York at Stony Brook, Stony Brook, NY, 11794

Three-dimensional flow visualization using optical techniques remains one of the most challenging obstacles in understanding
and interpreting complex fluid-thermal flows. Over the years, many diverse techniques have been developed for this purpose,
including a broad class of interferometric techniques. Most interferometers for convective flow visualizations use a dual-beam
configuration that is very delicate, e.g.. the Mach-Zhender interferometer. These instruments are extremely sensitive to
vibrations and require high-quality optics, while their sensitivity is limited by the wavelength of the light source. In this study an
alternative interferometric technique, the coherent gradient sensing interferometer (CGSI) is employed for flow visualization.
This interferometer senses gradients in the refractive index field and eliminates the need for a separate reference beam to create
the interference pattern. It is insensitive to vibrations, has no reference beam, and does not require high-quality optics for
accurate measurements. The sensitivity of the interferometer can also be easily varied.

The CGSI technique uses two diffraction gratings to create primary and secondary diffraction patterns. These diffracted rays
then interfere to create interference patterns. Using a filtering lens, different diffraction-order spots can be separated. First order
spots are lines of constant gradient in the refractive index field scanned by the beam prior to its interaction with the first of the
two gratings. Gradients perpendicular to the grating directions are visible as fringes. The sensitivity of the interferometer can be
easily adjusted by varying the distance between the gratings. Also by changing the grating directions, gradients in any direction
can be visualized.

Funding for this work was provided by NSF through Grant No. CTS-0079494
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An Inverse Method for
Simultaneous Estimation of the
Center and Surface Thermal
sinsonoun | BENAvVIOK 0f 2 Heated Cylinder
carokuang chen | NOFMAl to @ Turbulent Air Stream

e-mail: ckchen@mail.ncku.edu.tw
A two-dimensional inverse analysis utilizes a different perspective to simultaneously esti-

Yue-Tzu Yang mate the center and surface thermal behavior of a heated cylinder normal to a turbulent

air stream. A finite-difference method is used to discretize the governing equations and

Department of Mechanical Engineering, then a linear inverse model is constructed to identify the unknown boundary conditions.
National Cheng Kung University, The present approach is to rearrange the matrix forms of the governing differential equa-
Tainan, Taiwan 70101, tions and estimate the unknown boundary conditions of the heated cylinder. Then, the

Republic of China linear least-squares-error method is adopted to find the solutions. The results show that

only a few measuring points inside the cylinder are needed to estimate the unknown
quantities of the thermal boundary behavior, even when measurement errors are consid-
ered. In contrast to the traditional approach, the advantages of this method are that no
prior information is needed on the functional form of the unknown quantities, no initial
guesses are required, no iterations in the calculating process are necessary, and the
inverse problem can be solved in a linear domain. Furthermore, the existence and unique-
ness of the solutions can easily be identifigdOl: 10.1115/1.1473140

Keywords: Conduction, Convection, Cylinder, Heat Transfer, Inverse, Numerical
Methods, Turbulent

1 Introduction with data measured at the interior points of the solid. Thus, a
{ 8n|inear problem is constructed for the optimization process. In
E@g optimization process, an optimizer, such as the conjugated
gdient method or the steepest decent method, is used to guide
g e exploring points systematically to search for a new set of

heated objects, and they are easily burned out. Therefore, if ﬁ;%ess conditions, which is then substituted for the unknown con-

temperature is measured at one or more interior locations of lrgl |okns.|nﬂt1hetar(1jz.atl_y3|sIprocess. hHowever, the(;e Sre a fgw qra;’r\]"t
objects and is then used to predict the surface thermal behavio gFKs In the traditional approaches expressed above. Une IS tha
the objects, the difficulties encountered by Tseng e[l with the iterative process in the computation cannot be avoided. The

the surface mounting of thermocouples can be avoided Th%}@er is that the inverse problem can only be solved in a nonlinear
B

In recent years, much effort has been devoted to studying
inverse analysis in many design and manufacturing problems
pecially when direct measurements of surface conditions are
possible. It is difficult to install thermocouples on the surface

have been numerous applications of inverse heat conduction pr main.

pin order to rgmedy the drawbacks in the traditional apprqaches,
as the prediction of the inner wall temperature of a reactor, tils work continues the StUdY of a recently presented and Innova-
determination of the heat transfer coefficients and the outer st methodology13]for solving IHCP. The present approach is
face conditions of a space vehicle, and the prediction of tempe];a_rearrange the matrix forms of the goveming differential equa-
ture or heat flux at the tool-workpiece interface of machinkonS such that the unknown boundary conditions can be repre-
cutting. sented expllgltly. The Ilngar least-squares-error method is thgn
The estimation for the boundary conditions in inverse heat cofidoPted to find the solutions for the unknown boundary condi-

duction problems has received a great deal of attention in recdqfS: In the inverse analysis, the simulated temperatures are taken

years(e.g.,[2—7)). All inverse problems are ill-posed, and a smal t a few interiqf points of the cylinder. The unknown thermal
measurement error will induce a large estimated ef@g., oundary conditions such as surface temperatures, local Nusselt

[8—21]). Hence, the solution may not be unique. Various metho%gmbers, local heat flux, and even the unknown temperature of
including analytical or numerical approaches, have been dev!

lems(IHCP) in various branches of science and engineering, su

e hot wire will be obtained simultaneously through this pro-

oped to solve the inverse heat conduction and convection prdt2Se€d inverse method. In addition, no explicit functional form is

lems. Traditionally, the inverse problem includes two phases: tR§SUmed for the undetermined thermal boundary conditions,
process of analysis and the process of optimization. In the analy¥aéréas in other methods polynomial or series forms are
process, the unknown conditions are assumed and then the re<t/@!oyed. . o

of the problem are solved directly through the numerical methods ' "€ @dvantages of this inverse method are that no prior infor-
such as finite-difference methods and finite-element metteds mation is needed on the functional form of the unknown quanti-

[3—4]). The solutions from the above process are used to integr?ﬁ’e_s' no initial guesses are required, and no iterations in the calcu-
ating process are necessary and that the inverse problem can be

Contributed by the Heat Transfer Division for publication in tf@BNAL OF solved in a Imear. domain. Furthe_rmc_)re, the existence and unique-
HEAT TRANSFER Manuscript received by the Heat Transfer Division June 7, 199d3€SS Of the solutions can be easily identified. However, the accu-
revision received February 27, 2002. Associate Editor: S. S. Sadhal. racy of the estimated thermal boundary conditions is sensitive to
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the errors of temperature measurement within the cylinder. In this
work, the validity and robustness of the proposed methodology
are presented and compared with the results of GibtlL

2 Physical Model

Consider the problem of a cylinder with surface temperature
T(6) placed in a uniform air stream of temperatufe, and ve-
locity, U... Figure 1 gives a general illustration of the convec-
tively cooled cylinder in cross-flow. According to the symmetric
characteristics, only a half domain of the cylinder is considered.
The detailed geometry, computational grid and the four types of
measuring locations of the cylinder are shown in Fig. 2. The cyl-
inder is considered to be long enough so that end effects can be
neglected and accordingly the flow is assumed two-dimensional.
For simplification, the embedded hot wire, at the center of the
heated cylinder, is assumed to be a point source and is maintained
at constant temperaturg,, . In addition, the effect of temperature
variation on fluid and cylinder properties is assumed negligible
and the fluid is incompressible.

The governing equation for the temperature field of the cylinder
can be expressed as

PT(r,0) 1dT(r,0) 1 &*T(r,6)
+ = + =

ar® rooor r2 06°
0<r=0.05(m) iy %‘,y!{é{ﬁf
O0<6=< (rad) (2)

whereT(r, 6) is the temperature at each grid point ).
The appropriate boundary conditions are

aT(r,H)_ _
T—O 0=0 (22)
aT(r,0)
YR 0= (2b)
T(r,0)=T, r=0 (2¢)
JT(r,0)

q(0)=—k. o =h(o)[T(r,0)—T,] r=R (2d)

where, q(6) is the local heat flux at the interface between the
cylinder and the flow around the cylindég, is the thermal con-
ductivity of the cylinderh(#) is the local heat transfer coefficient,
andT.. is the temperature of the uniform air stream.

The following constant parameters are used: the radius of the
cylinder R=0.05 m, the thermal conductivity of the cylindkg
=14 W/m-K (nichrome), the external air temperaturé,
=300 K, and the thermal conductivity of the air stredm
=0.0263 W/m-K. Moreover, the hot wire temperature Tg,
=473 K, which is used to heat the cylinder.

transition

. region turbulent
laminar : boundary layer (d) Type 4
boundary layer USRI Ry,
Fig. 2 Detail geometry and computational grid of a half do-
D _rpain cl)f t?:)c_ly_/lindezr vzit;l _1;_our t)épes gf End(;:‘a_?urin?1 locations: (a)
e 1; e Z2; (C e 3, an e
Uoo E yp yp yp yp
—>
5 3 Numerical Method
Re 210
3.1 The Direct Problem. The finite-difference method is
separation employed in the analysis process. After discretization, the govern-
ing equation, Eq(1), and the boundary conditions, EqRa)-
Fig. 1 General illustration of the cylinder system (2d), can be expressed in the following recursive forms:
602 / Vol. 124, AUGUST 2002 Transactions of the ASME
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mined thermal quantities. In other words, the inverse analysis in-

W(Tiﬂ,j*2Ti,j+'|'i—1,j)+ o oay (Tivrj = Ti-1j) volves the determination of unknown thermal boundary condi-
! tions at discrete grid points with no prior knowledge of the

functional form of these unknown quantities. Finally, the measure-

+ 2 W(Ti,jJrl_ZTi,j"—Ti,j—l):O (3) ments are substituted into the inverse model. As a result, the in-
i verse model becomes a linear combination of the unknown ther-
T.-Tio mal boundary conditions, and the inverse problems in(Egcan
’A—e'zo 0=0 (4a) then be solved through the linear least-squares-error method.
Assuming that the estimated conditions@;iyaegc@n be ob-
T .—T tained by means of the given estimated temperaldggnates that
iJ iJ—-1 .
—— =0 0= (4b) s,
A6
To,j =T, r=0 (4) AT esiirzated: BCestimated (7a)
T T Testimated A~ BCestimated™ ECestimated (7b)
= Te 1y
Osj= k=5 =h(Tg;=T.)  r=R (4d) where E=A"'B.

Comparing the estimated temperattrg;maeqWith the mea-
where Ar and A# are the increments in the spatial coordinatesured temperaturd easueq the error functionF can be repre-
T, is the temperature at the grid, ), the subscript is thei™ sented as
grid along ther coordinate, the subscriptis thej™ grid along the

1 1 1 F:(Testimated—Tmeasure)iT(Testimated—Tmeasure)i (8)
0 coordinate, the subscrigt represents the grid on the boundary
0=, and the subscrips represents the grid on the cylindricalSubstituting Eq(7b) into Eq. (8), we can rewrite the error func-
surfacer =0.05 m. tion F as the following matrix equation:

In regard to the treatment of the boundary condition, @&dql), F—(EC - TEC =
the segments used on the boundary are as many as there are = (ECestimated™ Tmeasured (ECestimated™ Tmeasured

nodes. Thus, the values of the heat transfer coefficiegtsand =(cT. T_TT EC... T
the temperatured; at different nodes on the boundary are (Cestimatef ~ Tmeasured ECestmated™ Tmeasured
treated as diStinCt'_ ) . . :ClstimateETECestimated— T-r;easuregcestimated
Using the recursive forms an equivalent matrix equation for the T - -
direct analysis can be expressed as _Cestimateg Tmeasured'Tmeasurea-measured 9)
= Then, the error functiofr can be minimized by differentiatin
An><nTn><1 Dn><1 (5)

o ) S with respect toCegiimateq@S
where, matrixA is a constant matrix, which is constructed from

the thermal properties and the spatial coordinates. The compo- JF
nents of vectof are the temperatures at discrete points, and the
components of matri¥> are the function of the boundary condi- ) . )
tions. The direct analysis is to determine the temperatures at {hgerting Eq.(9) into Eq. (10), we have the following:
nodes when aII_ the boundary conditions a_nd thermal properties are ETECeqimaest ETEC
known. The direct problem expressed in E§) can then be
solved using the Gauss elimination method. ETECestimated E' T measured (11)
In this study, the temperature data obtained from the dir
problem is used to simulate the measurements of the inte

=0 (10)

‘9Cestimated
T T —
estimated—E Tmeasured—E Tmeasured'o

(:‘iﬂgus, vectorCegimategC@n then be solved as follows:

points of the cylinder in the inverse problem, and the local heat Cestimated (ETE) " *E'T measured RT measured (12)
transfer coefficienh(#) required to solve the direct problem is 1T ) .
given in the work of Giedf14]. where, €'E)""E’ is the reverse matrix of the inverse problem

and is denoted bR, The expressed process is derived by the
3.2 The Inverse Problem. This inverse problem is to iden- |inear least-squares-error method.
tify the unknown thermal boundary behavior from the temperature By estimating vecto€, the thermal boundary behavior such as
measurements taken within the cylinder. By substituting Edghe temperatures of the surface and the hot wire, the local Nusselt
(4a)~(4d) into Eq. (3) and rearranging the recursive forms connumbers Nug) and the local heat fluxj(#) on the cylindrical
sisting of the governing equation and the boundary conditions, Warface can be obtained simultaneously.
have a linear inverse model that can be expressed as: In Eq. (12), the inverse problem is solved by the linear least-
AT . . =B..C ©6) squares-error m_eth_od. As such, a special feature of this_approach
nxn tnx1 Enxmmx 1 is that the iteration in the calculating process can be avoided, and
For the inverse model, matri& can be constructed according tothe problem can be solved in a linear domain. Furthermore, it can
numerical methods and the known physical models, that is, the verified that the final solution, that is, Ed.2), from the pro-
governing equation. Vectof is composed of the temperaturegposed method is the necessary condition of the optimum from the
measured at several different locations within the cylinder by theditional nonlinear least-squares appropt8).
thermocouplesB is the coefficient matrix ofC, and C is the In the inverse problem, it is important to investigate the stabil-
vector of the unknown boundary conditions, such as the tempeity- of the estimation. Usually, a small measurement error will
ture of the hot wire, the Nusselt numbers, heat flux and tempeiaduce a large estimated error in the ill-posed inverse problem.
tures at discrete grid points on the cylindrical surface. The methods of future time and regularization have been widely
The purpose of this research is to propose an approach to used to stabilize the results of the inverse estimdi#hl]. Those
place the nonlinear least-squares methidds-17 so that the it- methods impose the physical condition onto the problem and in-
erative calculations in the analysis and optimization phases candrease the computational load in the estimated process. Conse-
eliminated in the inverse heat conduction problems. In the prquently, the stability of the problem can be increased, while the
posed method, the linear inverse model, B, is constructed to computational load of the problem is also increased. In the present
represent the undetermined thermal boundary conditions expliesearch, it is possible to stabilize the estimated results through a
itly. Note that in the process of constructing the linear inversemoothing processl9]. This method computes a moving average
model, no explicit functional form is assumed for the undetenf the estimation. The result of data is the average of the N-point
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around the current point. In this procedsmust be an odd num- 0.05 e e

ber. Then, the stability of the estimation can be increased. % |
In most cases, not all of the points need to be measured. The 276 s—" ]

realistic experimental approach is to measure only a few points in Ra(di“s -__,/\—/_\d~

the problems. Therefore, in E¢L2), only parts of matrix,«,, ™ _\#380/\380-/\’

and vectoiT .., corresponding to the measurement locations need T T

to be constructed to estimate the unknown boundary conditions of 'ﬂ/_’:\:“—i'

the inverse problem. Consequently, the sizes of m&fix, and 33— ——388 —

vector T4 will reduce toR,«, and T, respectively, where 0.025 -_392M_392 i

n’<n and that the numbem{’ of elements of vecto,/ is 306 196 -

equal to the numbern)’ of measurements we have taken. In -

other words, the size of matriR,,,«, will vary with the size of

vector T,/ «;, that is, the order of the matrices is affected by the

number of discrete measurements. However, in solving(E2),

the number of measurements needs to be sufficient so that the
rank of the reverse matriR is equal to the number of undeter-
mined elements of vectd®. Otherwise, Eq(12) will be underde-

termined, and the problem cannot be solved through the proposed Degree

method. In general, when a large number of the measurements are (@ Re=140000

selected, the costs for computation and experiment increase. How-

ever, the accuracy of the estimated results increases as well. 00—ttt
According to the described derivation, it is possible to identify /\J

the existence and uniqueness of the solution. The method by T3 %
which to identify the properties of the solutions is based on the Radius %
theory of linear algebra. If the rank of reverse matRixis less @ F-m——

than the number of undetermined elements of ve€tothe num- 'ﬂ‘
ber of measurements needs to be increased. Furthermore, if the — T

rank of the reverse matriR is equal to the number of undeter-
mined elements of vectdE, the perpendicular distance from vec-
tor C to the column space of matri needs to be checked. If the
distance vanishes and the matrix equation, #8), is consistent
(i.e., the measurement errors are not considetbe solution ex-
ists and is unique. If the matrix equation is inconsistent, a unique
least-squares solution can be approximaa].

4 Results and Discussion 0 Dgo 180
egree
This paper analyzes the IHCP of the cylinder normal to a tur- ) Re=170000

bulent air stream. Using the direct method mentioned previously
combined with the boundary conditions given by Gigti4], the
Reynolds number effects on the isothermal patterns are studied, as 0.05 RN
shown in Fig. 3. Because the hot wire is imbedded in the center of . _/\M
the cylinder, the heat emission from the cylindrical surface is to- 3
tally caused by the forced convection of air stream. Results show
that the isothermal lines near the center of the cylinder@) are
closer than those which are far from the center. It can also be seen

Radius ‘J/’\_/\'
m) [—36— g _——
_v—’/’\/ﬂ,
—3— 37—
in Fig. 3 that the temperature gradient tends to increase with in- e
creasing Reynolds number of the air stream. 0025 a3 L
To discuss the correlation between the measuring locations and
the accuracy of the results, we take four types of measuring loca-
tions, as marked in Fig. 2, in the present example. The sensors of
thermocouples are located at the marked grid points, and the tem-
perature data at these points are obtained from Fig. 3, which are
calculated by the direct method, to simulate the measurements.
The simulated temperature measurements used in the inverse
problem are considered to include measurement errors. In other
words, the random errors of simulated measurements are added to Degree
the exact temperatures computed from the solutions of the direct © Re=219000
problem. Thus, the measured temperatlitg. suregC@n be ex-

pressed as Fig. 3 The isothermal patterns inside the heated cylinder: (a)
Re=140,000; (b) Re=170,000; and (¢) Re=219,000
TmeasureT Texack 1+ @0) (13) ®) ©

where, Teyact IS the exact temperaturey is the random variable

generated by subroutine DRNNOR of the IMB21], ando is the  sylts show that even the measurement eroot b percent) is con-

standard deviation of the measurement error. For normally distriéidered, the actual hot wire temperature can be predicted precisely
uted random errors, the probability of a random valuglying in by the proposed inverse method.

the range—2.576<w<2.576 is 99 percerit22]. Figure 5 illustrates the estimated results of the surface tempera-
Figure 4 shows the hot wire temperatures obtained by the itwre T(#) when the measurement error is not considered (
verse matrix method for Re140,000, 170,000, and 219,000. Re=0). From Fig. 5, we can see that the estimated results are in
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500 T T T T T T T T
380 - _ 4
490 - T(6) Rfe—l40000 1
«),_ 4 - o
480 |- 370 — Exact T
L A 0=5% (typel) |
W 470 |- a8 " e O o=5% (ype)
& 360 - X o=5% (type3V]
L = o0=10% (typel)]
460 B 350 1 1 Il [l : I_-_ UI=10% I(type4)
450 [— 0 20 40 60 80 100 120 140 160 180
0 ( Degree )
440 — (a) Re=140000
430 - — Exact temperature (473 K) T 93)90 T T T . T T T
. | Exact .
420 A ESt!mated (Type 1) (5 A o=5% (ypel)
O Estimated (Type 2) 380 - D o= 5% (e |
sl X Estimated (Type 3) - 0% e T
370 - Re=170000 -—- 6=10% (type4) T
400 PR TR TR W NN SR S TN S NV T SR S 1 __2 5 X 1
70000 120000 170000 220000 -
Re 360 T
1 1 1 1 i 1 1 1
Fig. 4 The estimated hot wire temperature for different values 0 20 40 60 80 100 120 140 160 180
of Reynolds number with the measurement error o=5 percent 6 (Degree)
is considered and different types of measuring locations and () Re=170000
adopted

T

380 — Exact
very good agreement with the exact temperatures regardless T S o Zo//o Eg,f,:lz))
whether the type of measuring locations is Type 1, Type 2, or Typ (K)370 X
3. With increasing Reynolds number of the air stream, the laming
boundary layer of the cylinder undergoes a transition to a turbt T
lent boundary layer. When transition occurs, the point of separ:
tion is suddenly set back to a position farther on the downstreal
surface of the cylinder because of the interaction between tk 350
inertia force in the flow field, the inverse pressure gradient and th
viscous effect on the cylinder surface. However, the locatiol
where the separation occurs depends upon the value of Reyno.u.
numbe_r. Results show that the di_stributions of temperature anE 6 The estimated surface temperature for different types of
the Cy"T‘der s_urface are S’_[r_ongly Influen_ced by the effects of théésuring locations with measurement errors o =5 percent
stagnation point, the transition from laminar to turbulent flow, thgng =10 percent are considered: (a) Re=140,000; (b) Re
separation point and the tail vortexes behind the cylinderdAs =170,000: and (c) Re=219,000
increased from the forward stagnation poifit0 deg), the effect
of heat transfer along the surface becomes weaker because of the
developing of the laminar boundary layer. Thus, the surface tem- | - . )
perature increases from the forward stagnation point, reachinéj‘é{!ng the transition from laminar to turbulent .flow. After this
maximum and then reducing gradually at the transition region. TR9ion, as a result of the effect of flow separation, the effect of

is due to the fact that the capability of heat transfer becomes befi§@t transfer is weak again and the temperature increases. Then,
the temperature decreases slightly at the region of tail vortexes

behind the cylinder with the superior property of heat transfer.
With considering the measurement errors, the estimated and

o=5% (type3) o
6=10% (ypel)

c=10% (typed) T

360

0 20 40 60 80 100 120 140 160 180
G (Degree)

© Re=219000

T T
Exact

exact surface temperatures for-R&40,000, 170,000 and 219,000
380 - A Estimated (Type 1)/ with different types of measuring locations are shown in Fig. 6 for
O Estimated (Type 2) comparison. It is obvious that the estimated surface temperatures,

7o) | X Estimated (Type 3) with measurement erroro(=5 percent), are in good agreement
K W with the exact profiles when the measuring location, Type 1, is
370k ] taken. However, vx_/hen mea_suring locations Type_2 and Type 3 are
_ adopted, slight discrepancies between the estimated and exact
Re=170000 temperatures are generated. But the results are still satisfactory. It
implies that for more accurate estimation of surface conditions,
the locations of the sensors are preferred closer to the cylindrical
surface. In IHCP, the precision of the estimations depends
strongly on the accuracy of the measurements. As will be seen in
the figures for the measuring locations Type 1, although the esti-
150 . . . . . 1 . . mated ;_)/alues atre goofoapproxirpatiogs \;vrljetthher m(t;asutredmer:t er-
ror o=5 percent oo =10 percent is adopted, the estimated solu-
0 2040 60 80 100 120 140 160 180 tions with measurement errer="5 percent are still more precise

360 - Re=219000

D . .
0 (Pese) than the solutions with measurement erw@e 10 percent. In
Fig. 5 The estimated surface temperature for different types of other words, it is clear that large measurement errors make the
measuring locations without considering measurement error estimated results deviate from the exact values in the inverse
(o=0) analysis. Furthermore, the effect of the number of points at which
Journal of Heat Transfer AUGUST 2002, Vol. 124 / 605
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800 800 1 T T T T T T T
L | Re=140000
700 |- ——Calculated by Giedt (1949) E
700 F Calculated by Giedt (194 . S Es?ma':g 6=§°f
Y : t =5%
AL Estimated 600 |- shmated @ 1
- 2/ 6=0 - Nu(6) .
L 500 | 4
600~ - 3
Nu (9) Re=219000 400
500 300 o
Re=170000
Por “ 200 1 i 1 * L 1 1 1
0 20 40 60 80 100 120 140 160 180
400 G (Degree)
(@ Re =140000
300 800 T T T T T T T T
§ b Re=170000
| | | | ‘ ; | 700 { ——Calculated by Giedt (1949) o g
200720 40 60 80 100 120 140 160 180 ol © Estimated o =3% .
0 (Degree) Nu(0)
500
Fig. 7 The estimated distribution of local Nusselt number
along the heated cylinder surface without measurement error 400
(o=0) -
300
) ) 200 I 1 1 1 | 1 1 i
the temperature is measured on the accuracy of the results is als 0 20 40 60 100 120 140 160 180

important. Figure 6 reveal that the estimated results with measur

80
G (Dearee)

ing location Type X(eight measuring pointgre less accurate than
those with measuring location Type(dixteen measuring points

()  Re =170000

when measurement errar=10 percent is considered. Briefly, 900 T T T T T T T T
from the figures we see that greater measurement error require Re=219000 o
more measuring points to increase the accuracy of the invers 800 - Caleulated by Giedt (1949) ‘ 7
solutions. " O Estimated o =5%
When the measuring location Type 1 is adopted without con- Nu(H;OO i
sidering measurement errors € 0), the estimated values of local 600
Nusselt numbers N@#) and local heat fluxj(6) along the heated
cylindrical surface obtained from the inverse method are plotted 500
againsté in Fig. 7 and Fig. 8 respectively for the different values H

of Reynolds number. Figure 7 shows a comparison of the esti- 400
mated distributions of local Nusselt numbers via the proposed
method with those calculated by Giedt4]. It reveals that the

estimated and calculated local Nusselt numbers are in a very goo
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Fig. 8 The estimated distribution of local heat flux along the

heated cylinder surface without measurement error
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Fig. 9 The estimated distribution of local Nusselt number
along the heated cylinder surface with measurement errors (o
=3 percent and o=5): (a) Re=140,000; (b) Re=170,000; and
(c) Re=219,000

agreement. Furthermore, Fig. 7 and Fig. 8 illustrate that the esti-
mated distributions of local heat flux are approximative to the
distributions of local Nusselt numbers. It is in virtue of the fact
that the quantities of heat flux are greatly influenced by the values
of Nusselt numbers, which are related to the capabilities of heat
transfer. From the figures, it has been found that the values of
local Nusselt numbers N@&j and local heat fluxq(6) for a cyl-
inder losing heat to a normal air stream depend on the Reynolds
number of the flow and on the location along the cylinder circum-
ference. The heat transfer rate increases with increasing Reynolds
number. The estimated local Nusselt numbers and local heat flux
show a maximum betweefi=100 deg and’=120 deg, which is
attributed to the high heat transfer rate at the transition region. In
addition, there are two distinct minimum values of Mu(and

g(6) occur. The lower of the two is betweet=80 deg andd

=93 deg on the front half of the cylinder since the effect of heat
transfer is weak here during the developing of the laminar bound-
ary layer. The location of this minimum moves back along the
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Fig. 10 The estimated distribution of local heat flux along the
heated cylinder surface with measurement errors (o
=3 percent and o=5): (a) Re=140,000; (b) Re=170,000; and
(c¢) Re=219,000

cylinder circumference with increasing Reynolds number. Mor

over, the second of the two minimum values is betwegn

In Fig. 10, when the measuring location Type 1 is adopted, a
comparison between the estimated local heat §¢#) and the
exact ones for various values of R&40,000, 170,000, and
219,000 are shown with considering and measurement esrors
=3 percent andr=>5 percent. It demonstrates that an increase of
Reynolds number increases the heat flux on the heated cylindrical
surface. Further, it is also obvious that the estimated results are
accurate and robust when measurement erre3 percent is in-
cluded. When measurement errorois-5 percent, the results are
still satisfactory. Consequently, as shown in the figures, the pro-
posed method is applicable and effective to deal with the IHCP in
this study.

5 Conclusions

An inverse method has been successfully introduced for esti-
mating the unknown boundary conditions such as the surface ther-
mal behavior of the cylinder and the temperature of the hot wire
imbedded in the center of the cylinder. Using the reverse matrix,
the proposed inverse model is reconstructed from the available
temperature measurements and the discrete forms of the differen-
tial heat conduction equation. This inverse model can represent
the unknown conditions explicitly. The results can be solved with-
out iteration by a linear least-squares-error method. Furthermore,
the special feature of the proposed method is that the uniqueness
of the solution can be easily identified. The present study of the
heated cylinder normal to a turbulent air stream has been used to
evaluate the accuracy and the robustness of the proposed method.
From the results, it appears that by using the proposed method,
without measurement error, the exact solution can be found even
with only a few measuring points. When measurement errors are
considered, more measuring points at locations inside the cylinder
are needed in order to enhance stability and accuracy. In addition,
results also show that this method is robust no matter the thermo-
couples are distributed in the radial or angular direction.

In contrast to the traditional approach, this proposed inverse
analytic method requires no prior information on the functional
form of the unknown quantities, no initial guesses, and no itera-
tions in the calculating process. Furthermore, the advantage of this
method is that the unknown quantities of the thermal boundary
behavior can be estimated directly and the inverse problem can be
solved in a linear domain. It is different from the traditional
method using nonlinear least-squares formulation, which requires
numerous iterations in the process and needs to perform its calcu-
lation in the nonlinear domain. This implies that the present model
offers a great deal of flexibility. Through the proposed method, the
center and surface thermal behavior can be obtained merely by the
inexpensive measurement such as infrared measuring devices or
thermocouples. Thus, expensive sensors for the direct measure-
ment are not needed any more and the difficulties encountered in
the measuring processes can be avoided. Consequently, the results
show that the proposed method is an accurate, robust and efficient
gjverse technique. It is evident that the proposed inverse method
in this study has the potential to be implemented in the field of

=140 deg andi= 150 deg on the back half of the cylinder. Thewo-dimensional inverse heat conduction problems.
minimum value is due to the low heat transfer rate at this region,

which is verified by the fact that at this regiord< 140 deg
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Nomenclature

A = constant matrix constructed from thermal proper-
ties and spatial coordinates

B = coefficient matrix ofC

C = vector constructed from the unknown boundary
conditions

D = matrix constructed from the functions of the

boundary conditions
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E =
F =
h(6) =

k =
Nu(g) =
a(e) =

R

R =
(r.6) =
T

T(0) =
T(r,0) =
T

U =

product ofA~! andB
error function

function of the unknown local heat transfer coeffi-

cients
thermal conductivity

function of the unknown local Nusselt numbers

function of the unknown local heat flux
reverse matrix

radius of the cylinder

cylindrical coordinate

temperature

function of the unknown surface temperature
temperature at each grid point, )
temperature vector

velocity

Greek Symbols

Ar =
Ao =
® =
o =

Subscripts

C =
estimated=
exact =

i =

J =

J =
measured=
S =

W =

[0 o l—
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Computations of Low Pressure
Fluid Flow and Heat Transfer in
-nevan | DUCES Using the Direct Simulation
sacntier arouk | VIONtE CGarlo Method
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High Knudsen number (Kn) gas flows are found in vacuum and micro-scale systems. Such

Department of Mechanical Engineering flows are usually in the slip or transition regimes. In this paper, the direct simulation
and Mechanics, Monte Carlo (DSMC) method has been applied to compute low pressure, high Kn flow

Drexel University, fields in partially heated channels. Computations were carried out for nitrogen, argon,
Philadelphia, PA 19104 hydrogen, oxygen and noble gas mixtures. Variation of the Kn is obtained by reducing the

pressure while keeping the channel width constant. Nonlinear pressure profiles along the
channel centerline are observed. Heat transfer from the channel walls is also calculated
and compared with the classical Graetz solution. The effects of varying pressure, inlet
flow and gas transport properties (Kn, Reynolds number, Re and the Prandtl number, Pr
respectively) on the wall heat transfer (Nusselt number, Nu) were examined. A simplified
correlation for predictingNu as a function of the Peclet numbdée andKn is
presented[DOI: 10.1115/1.1458018

Introduction nigues have been attempted, the kinetic theory approach makes

. . . sense for the low-pressure problems as found in low-pressure
Heat transfer in developing flows in channels and tubes he§/D reactors P P P

been intens_ely studie_d in _the p&&f due to their prac_tical Use as ~ The girect simulation Monte Carl(DSMC) method is a well-
well as their theoretical importance. In the combined entrang&iaplished approach that has been used widely and successfully
region, simultaneous development of_ the hydrodynamic and theg- simulate high Kn number gas flow problefi#. Several nu-
mal boundary layers have to be considered. Most of the past stygkrical studies using the DSMC methf2,5—7] have been re-

ies considered continuum formulations, which is valid for |0Vborted_ In this paper, we investigate the fluid flow and heat trans-
Knudsen numbers, kn0.01. Due to a variety of novel applica-fer for high Kn in a partially heated duct using DSMC. The
tions viz. micro-electromechanical system@®IEMS), low- objective of the simulation is to study the effect of Kn, Re, and Pr
pressure chemical vapor depositig@VD) reactors, etc., the on heat transfer from the heated walls under the rarefied flow
transport problem in the non-continuun>0.01) regime has conditions. Specifically, subsonic pressure-driven flows are con-
generated renewed interests in the above prob&8]. There are sidered. The predicted heat flux results are compared with the
two distinct classes of high Knudsen number non-continuum floGraetz solution with uniform flow inlet. A large number of cases
problems—one due to micro length-scale and the other due &te calculated with varying inlet Kn, Re, and Pr from the slip-flow
large mean free pattvery low pressurepf the gas molecules. regime to the transition-flow regime. Based upon these simula-
Both classes of problems offer unique challenges in obtainif§ns. @ simple correlation connectiigi with Pe andKn is de-
their solutions. Though approximate techniques have been ¥gloped.

tempted, particle methods such as molecular dynarit®),

particle-in-cell (PIC) and the direct simulation Monte CarloProblem Description

(DSMC) are attractive tools for the study of such flows. We consider rarefied subsonic gas flows between parallel plates
Traditional continuum computational fiuid dynami€FD) (60 cm long and 10 cm apars shown in Fig. 1. Molecules come
techniques are often invalid for analyzing flows in MEMS or inn from the left side and go out through the right side. A portion of
low-pressure devices. This inaccuracy stems from their calculge plates(20 cm)at the entrance region is unheated, so that the
tion of molecular transport effects such as viscous dissipation afigly can develop. In the next portion, the walls are heated and
thermal conduction from bulk flow quantities such as mean velogeld at constant temperature. Also, this configuration resembles
ity and temperature. This approximation of continuum phenomedt#at of the classical Graetz problem. The flow fields are computed
fails as the characteristic length of the flow gradiefity ap- for specified values of pressure at the inlet and the outlet. The inlet
proaches the average distance traveled by molecules between eelecity is determined according to the information from the cal-
lisions (mean free path)). The Knudsen domaif0<Kn<®) is culated domain rather than being specified. The inlet temperature
often divided into four regimes. When Kt0.01, the flow is con- is 300 K for all cases. The temperature of the heated walls is held
sidered to be continuum; for 0.6Kn<0.1, it is in the slip-flow at 600 K.
regime, for 0.1<Kn<3, it is called the transition-flow regime. Computations were carried out for nitrogen, argon, hydrogen,
When Kn>3, the flow is considered to be free molecular and fygen and noble gas mixture flows. Results were obtained for a
sufficiently rarefied to allow molecular collisions to be completeljelatively wide range oRe, Kn, andPr. It is interesting to note
neglected in analysis. The collisionless Boltzmann equation fi§re that for the highly rarefied conditions and the non-isothermal

therefore applicable for such flows. Though approximate tecHoW fields considered, the parameters, Kn, and Re vary substan-
tially along the flow directions. For reporting the results, we con

Contributed by the Heat Transfer Division for publication in th®URNAL OF sider axially averaged valueRe, andKn. The values of Ptfor

HEAT TRANSFER Manuscript received by the Heat Transfer Division August 12the cases reported h¢r@o not vary appreciably along the length
1999; revision received April 25, 2001. Associate Editor: R. L. Mahajan. of channels.
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pute than flows with low velocity because of the statistical scatter
[4]. In DSMC, the computational time step must be less than the
mean collision time. Another condition that must be satisfied dur-
> ing a DSMC procedure is that the smallest dimensions of the
“1 . .

YI computational cells must not be greater than one-third of the

AR

I framework, the flows with high velocities are much easier to com-
0.1m

0.2m 0.4m

¥
*

mean-free path. In addition, the importance of statistical scatter

caused by small perturbation increases as the flow velocity be-
> X comes smaller. For the present problem, the thermal speed is ap-
proximately 500 m/s. For the flow speeds considered l&fe
m/s~100 m/s), the statistical noise is thus significant. However, as
the sample sizes from the ensemble or time average increase, the

correct result will in principle emerge. The statistical fluctuations

The thermal boundary conditions were chosen following thgecrease with the square root of the sample size. The sample sizes

Graetz probleni8]. Unlike the Graetz solution, we consider de'used in the present study is of the order of.10he accuracy of

veloping flows. However, due to the other similarities, we compe aicylation presented is thus acceptal for the large
pared the present heat transfer predictions with those obtai ple size considered.

from the Graetz solution with either parabolic and uniform veloc-
ity profiles. It has been shown that molecular gas flow character-Boundary Conditions. Two dimensional subsonic flow simu-
istics in the channel are essentially the same when inlet Kn is tladions (considered in the present studyy the direct simulation
same and the boundaries are geometrically siniddr It means Monte Carlo technique in the slip and transitional regimes are rare
that the characteristic properties of flow are independent of thg]. One of the difficulties lies in specifying the outlet boundary
size of channel if the same inlet Kn and boundary conditions acenditions where particles may move upstream and reenter the
maintained. We considered a fairly large cross sectidiow domain. In hypersonic flows or free molecular flows, we can
(O[10 %]Jm) channel but at lower inlet pressurésbout 7 Pa) neglect the particles re-entering from the outlet boundary. In sub-
instead of the atmospheric pressure and micron-sized cross s#piic flows in the transitional regime, we cannot neglect particles,

Fig. 1 Schematic of the problem geometry

tions found in microchannels. which go out of the boundary and may reenter. Naijapplied
a porous wall at the inlet of a duct to prevent molecules from
Model Description going upstream. Another difficulty in two dimensional subsonic-

flow particle simulations in transitional regime is in controlling
e flow velocity inside the domain. If particles do not re-enter
the exit(assuming expansion to vacuynthey are acceler-
d to the exit and velocities inside the domain do not stay
form.

The direct simulation Monte Carl(DSMC) method was used
to obtain the density, pressure, velocity and the temperature fie
in the channels. The DSMC method retains its validity at high K
because no continuum assumptions are made. In the DS
method, a real gas is simulated by thousands or millions of simu-

. - - > In the present calculations, the inlet and outlet boundary condi-
Ia}ted partlcles.. The positions, velocmes. ‘?‘nd.'n't.'al states of theﬁSns were formulated following the procedure outlined by Piekos
simulated particles are stored and modified in time in the proc

€37 Breuef6,11]. The inlet and outlet pressures are considered to

of particles moving, colliding among themselves, and interacting, gnecified. This pressure drop drives the gas flow through the
with boundaries in the simulated physical space. Each simulai nnel. At the inlet boundary, temperature is kept congGo

particle represents a very large number of physical molecules. and the density is specifie@ia ideal-gas lawaccording to

this fashion, the number of molecular trajectories and moleculgfe iyen injet pressure. The transverse velocity of flow is set to
CO”'S'OnS. that mus_t_be calculated IS substantlally reducedz wh Bro. At the outlet, pressure is specified and zero gradient bound-
the phys(ljcgil t\;]eloclltlels,tlmolcle:cultﬁr 5|tzhe aDnSdN:nCtern?rl] ednergles ?a{ conditions are considered for temperature, transverse velocity
preserved inthe simulation. Furtner, the Metnod UNCOUPIERy streamwise velocity. Only the number density is calculated
the analysis of the molecular motion from that of the molecul%{ cording to the given outlet pressure. It has been sHa@that
collisions by use of a time step smaller than the real physmeiing mean velocity of inflow and outflow is not accurate enough

collision time. Continuous improvement in the efficiency and ag: ; ; - ;

. n the DSMC simulation. However the velocities we are using to
curacy of the DSMC method have been accomplished by [Bifd j,iement the boundary conditions are the local velocities at each
over the last several decades. His method and some other st and outlet cell.

vanced DSMC techniques have been implemented for the practi-
cal analysis of both low pressure flof/0] and MEMS flows DSMC Code Validations. Two independent comparisons are
[2,5,9]. The well-known DSMC code from Bifd!] with modifi- carried out to validate our DSMC results. First, we compare the
cation on the boundary conditiod41] is used to generate the DSMC result with an analytical solutiofi3] for a long channel
present results. without any heated section. Then, we compare our DSMC results
In Bird's [4] DSMC procedure, four steps are implementedbtained for the schematic described in Fig. 1 with the analytic
cycling the movement of particles, indexing particles into cell$Graetz solutionpresented in the next section
selecting collision pairs, and calculating post-collision properties. For the first comparison, we consider a pressure driven flow in
The computational domain is divided into a certain number afhich the channel length,, is long enough, i.e.L./d>1 and
cells. The physical space is used to facilitate the choice of masothermal as well as steady-flow are assumed. The Navier-Stokes
ecules for collisions and for sampling the macroscopic flow quaeguations can be simplified and solved analytically with a
tities such as pressure, temperature etc. The DSMC method aelocity-slip boundary condition. The solutigt3] gives a pres-
plied to low-pressure fluid flow simulation is intuitively attractivesure profile, which is uniform across the channel and changes
because it is valid for all flow regimes. Generally, in the DSM@long the channel according to

2
+

a
P*(x*)=—6TKnO+ \/

o w2 2—« . -«
GTKn0 P; +127Kn0Pi (1—x*)+ l-i-lZTKn0 x*, Q)
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3F — fneivtcal solution (o= 0.85) Results and Discussion
- — — — — DSMC result(c = 0.85) In this section, we present results for the low-pressure subsonic
275 flows in a partially heated duct, as shown schematically in Fig. 1.
- Rt — DSMC resuit{a = 1.0) il ’
- A range ofKn (from 0.01 to 3.0)was considered for the simula-
25k tions. The variation of inlet Kn was implemented by the change of
- the inflow number density. In addition to nitrogen, argon, hydro-
225 gen and oxygen, different noble gas mixtures are used for the
~ - simulations. Since mixing helium with other noble gases can
;‘. 2 change the mixture Pr significantly, we carried out simulations
o C with such gas mixtures. The mixtures considered are Hé¢62e
1.75 percent/38 percent He-Kr (60 percent/40 percentHe-Ar (58
- percent/42 percentvith Pr 0.18, 0.23, and 0.39 respectivéh4].
15EF The plates are considered as diffuse reflectors with full thermal
- and momentum accommodation. Experiments with “engineering”
1.25 2 surfaces in contact with gases at normal temperatures indicate that
7k the reflection process approximates diffuse reflection with com-
E plete thermal accommodatig#].
o Viscosity and thermal conductivity of the gases at low pressure
X* are calculated using the kinetic thedfyb | for pure gases. Viscos-
ity and thermal conductivity—both increase as temperature in-
Fig. 2 Comparison of axial pressure distribution for channel creases while the specific heat changes negligibly with the varia-
flow (with slip-walls ) tion of temperature for the cases considered. The Prandtl number

Pr, thus is found to be almost independent of temperature for the

cases studied here. For noble gas mixtures, the above properties

are calculated following Giacoblé6].
where P*(x*) and P} are the local pressure along the channel Calculations were carried out for a large number of cases. The
and inlet pressure, both normalized by the outlet pressurgjkn Re, Kn, andPr were systematically varied to obtain detailed in-
the outlet Knudsen numbex* is the streamwise coordinate nor-formation about the flow fields and to estimate the Tables 1, 2,
malized byL and « is the accommodation coefficient. and 3 list the cases considered in the study. Table 1 lists the cases

The channel length is chosen to be 2.4 m and the width is 0.68idied with inlet pressure of 6.7 Pa and outlet pressure of 5.3 Pa.

m to make the aspect ratio equal to 48. The flow domain is dlables 2 and 3 list cases studied with inlet pressures of 0.67 and
vided into 28000 cell§350%80)and initially 50 stationary par- 0.067 Pa and outlet pressures of 0.53 and 0.053 Pa, respectively.
ticles per cell are set at random position. Every cell is subdividdd addition to the parameters of the cases, the tables also contain
into two sub-cells in each direction. The sub-cell is introduced the computed values &e,Kn, andNu. In the problem formula-
cause all collisions to occur between particles in neighboriritpn, the coordinate origin was set at the transition point between
cells. As the simulation starts, the gas particles are accelerated #miunheated section and the heated section. That ig<0r the
eventually when the temporal variation of the outlet velocity prowall temperature is 300 K, and for=0, the wall temperature is
file is small enough(the maximum changes of the outlet velocitys00 K. HenceNu, Re, andKn are the average values obtained
at all exit locations less than 1 percgnive assume the flow to from the heated section since the fluid flow and heat transfer in
have reached the steady state condition. The time step used is thisssection are of most interest.
than one-third of the typical particle mean collision tifidd. The The Kn in the tables ranges from 0.01 to 3.0 to cover both
typical molecular displacement in each direction during a timgip-flow and transitional flow regime for all gases and gas-
step is thus less than one third of the cell size. The “variable hamixtures studied. The computd®E is found to decrease with the
sphere” (VHS) model is used to account for the collisiofg] increase of thé&Kn number. This is an expected result. Also under
since VHS model has been widely used in both slip flow antthe conditions of same inlet and outlet pressure Khedecreases
transition flow simulatiorj2,9,11]. The gas properties used in théor molecules with lager diameters.
calculation such as molecular diameter, molecular mass, viscosityThe simulations were done for nitrogen, argon, hydrogen, oxy-
temperature index and reference temperature can be obtainedgmsy and noble gas mixtures, where the inlet Kn was varied sys-
cording to Bird[4]. The inlet pressure is 6.7 Pa while the outletematically over two orders of magnitude. In casdtfie base
pressure is 2.23 Pa. Temperature is 300 K everywhere and tase), we consider a slip flow regime with nitrogen. The calcula-
outlet Ky, is about 0.048. The accommodation coefficieris set tions in this study were carried out with a mesh size that met the
to be 0.85. It can be seen from Fig. 2 that the agreement betwegmeral requirement that were discussed by BidAs described
the DSMC result and the analytical solution is excellent. earlier, every cell is subdivided into two sub-cells in each direc-

Table 1 Values of Nu versus Re, Kn, and Pr for P,,=6.7 Pa and P,,=5.3 Pa

Case Gas Molecular Pr Kn;, Re Kn Nu
Dx 10" m
1 N, 4.17 0.68 0.008 11.22 0.016 4.646
2 Ar 4.17 0.667 0.008 17.26 0.016 4977
3 H, 2.92 0.70 0.0163 2.536 0.037 2.623
4 0, 4.07 0.65 0.0084 9.483 0.018 3.012
5 He-Xe(68%—-32%) 342 0.18 0.0119 15.83 0.024 2.843
6 He-Kr(60%—40%) 3.30 0.23 0.0128 10.02 0.029 2.080
7 He-Ar(58%—-42%) 3.10 0.39 0.0145 6.484 0.033 2.610
Journal of Heat Transfer AUGUST 2002, Vol. 124 / 611
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Table 2 Values of Nu versus Re, Kn and Pr for P;,=0.67 Pa and P,,=0.53 Pa

Case Gas Molecular Pr Kn;, Re Kn Nu
Dx10"m
8 N, 4.17 0.68 0.08 0.614 0.178 0.822
9 Ar 4.17 0.667 0.08 0.974 0.177 1.029
10 H, 2.92 0.70 0.163 0.191 0.358 0.575
11 0, 4.07 0.65 0.084 0.524 0.195 0.882
12 He-Xe(68%—-32%) 3.42 0.18 0.119 0.947 0.241 0.521
13 He-Kr(60%--40%) 3.30 0.23 0.128 0.620 0.293 0.433
14 He-Ar(58%-—-42%) 3.10 0.39 0.145 0.426 0.332 0.432
Table 3 Values of Nu versus Re, Kn and Pr for P;,=0.067 Pa and P,,=0.053 Pa
Case Gas Molecular Pr Kn, Re X Na
Dx10"m

15 N, 4.17 0.68 0.8 0.067 1.619 0.112
16 Ar 4.17 0.667 0.8 0.105 1.606 0.139
17 H, 2.92 0.70 1.63 0.027 3.276 0.052
18 0, 4.07 0.65 0.84 0.061 1.789 0.091
19 He-Xe(68%—32%) 342 0.18 1.19 0.098 2.288 0.076
20 He-Kr(60%—40%) 3.30 0.23 1.28 0.069 2.729 0.065
21 He-Ar(58%—42%) 3.10 0.39 1.45 0.050 3.069 0.062

tion. When the temporal variation of the outlet velocity profile is
small enough(the maximum changes of the outlet velocity at al’
exit locations less than 1 percgnwve assume the flow to have
reached the steady-state condition. The time step used is less t
one-third of the typical particle mean collision tinjd]. The
“variable hard sphere(VHS) model is used to account for the
collisions[4].

The calculations for the base case were repeated with differe
mesh size to establish the grid independency of the results p%
sented. First, computations were made with 4200 cells. Com- 340
putations were then carried out with 3880 and 200X60 mesh
sizes. A comparison of the temperature profiles across the duc
point x=0 (the transition point from the unheated section to th
heated sectionand at pointx=0.4 are shown in Figs. 3(and
3(b), respectively, for the three mesh sizes considered. There v
no significant change in the results for the mesh sizes<420
and 350x80. The mesh siz850x80)was considered adequate( )

420 X 100 celis
350 X 80 celis
200 x 80 colts

_—
—_— —p— =
———

a3s0 K

PR S S S i
0.076 0.1

TONET DA WU T B
o] 0.025

for the simulations as case 1 gives the highest Y (m)
The effect of the initial “particle numbers per cell” on the )
simulation results was also investigated. Figure 4 shows the te se0 :D\ >

perature profiles obtained with different particle numbers for tt
base case with a mesh size of 350x80. Results were obtained v
60, 50, and 40 particles per cell. The variation in the predicte
temperature profiles was small. We use 50 particles per cell for t
cases studied. All computations were performed on an IBM
RISC-6000(Model 360) workstation. Typical computation time g ggq
ranged from 20 to 30 hours for a case. -
Figure 5 shows the temperature contours in the flow domain f  sso
the base case. In some regions of the unheated section, temp
ture is a little higher than 300 K due to molecular diffusion. In tht  s4e
heated section, temperature gradually increases due to the hee

g

. _ 420X 100 cells
\ e~ 380 X 80 colls
v g~ 200X 80 cels /

T
/
-~

580

570

LN RRREE |

NS NEERE RERNE B

and the exit gas temperature is almost equal to the wall tempe 530} Bovos”

ture. Figure 6 shows the velocity vectors for the base case. Sir s \E“,Ef

the Kn is fairly low for this case, the velocity profiles are para:- 5205 0,0'25 YA 0_0'75' — ofx
bolic as expected. However, slight slip can be observed in t/, Y (m)

present results. The slip magnitude of velocity is about 7 m/s at
the inlet and 23 m/s at the outlet. The Mach number at the outlgly. 3 (a) The effect of cell size on temperature profile at  x

for this case is 0.2. ~ =0m (50 particles /cell); and (b) the effect of cell size on tem-
In addition to using the VHS model, the base case calculatioperature profile at x=0.4 m (50 particles /cell)

612 / Vol. 124, AUGUST 2002 Transactions of the ASME

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



_. 8oms
7
— —g— — 60 particles/cell ///.
—-—p—.— 650 particies/cell /DS - = = — — =
i W — _o— — A0 particles/cef! é{ z 0z B = O =
- \ E = = = =
360 p~ 3\ " E £ £ 2 =
E ¥ - S :::E%
350 |- W\ v E. 7 =z, F s F =
3 - \\ # 0.1 0 0.1
- 340 \ ] X (m)
- \&
330 &~ L.\ # Fig. 6 Velocity vectors for the base case
o \ &P
320 - ‘?\&k\ /é
310 — B\%g s,;uf ity”. This is because of the presence of slip in the DSMC results.
- . fﬂ . , It is well known that slip at the wall can enhance the heat transfer.
300 ———— s %os o075 %4 The Graetz solutions do not provide exact validation because the
Y (m) DSMC computations cannot be performed under identical condi-
tions to those assumed in deriving the analytic solution.
Fig. 4 The effect of particle number on temperature profile at The heat transfer coefficiehi(x) is calculated as
x=0 (350X80 cells) |q "|
h(X) _ wal

I Tw(X¥) = Tp(x)]”

were repeated with the VS&ariable soft sphejemodel. The whereT,(x) and Ty(x) are the local wall and bulk-mean tem-
variation of pressure along the axiFansversely averageds peratures respectively. Figure 9 shows the variation of local
shown in Fig. 7 for both the VHS and VSS models. The difference
between the predictions is very small. We note a significant non-
linear characteristic in the predicted pressure distribution. It ie
interesting to note that the slope of the pressure distribution i ¢
creases at=0.0. This is caused by the introduction of the heate
section in the channel. It is well known that pressure is propc
tional to temperature and number density. The number dens
decreases along the channel while temperature increases
x>0.

Heat flux results from the DSMC simulatidfor the base case)
are next compared with the well-known Graetz solufiBhwith
both “parabolic flow” and “uniform flow” conditions. Wall heat
fluxes are calculated from the differences between the energies®
the impinging particles and the reflected particles. Figure 8 shor 58
the heat flux variation along the flow direction. The results fror
the DSMC simulation and Graetz solution agree qualitatively i 5.6
the heated region. Negative heat fluxesat transfer from the gas
to the wall)are predicted for some portion of the unheated wall: 54
This shows heat conduction due to molecular diffusion is not ne B SN T TN ST ST ST
ligible and the unheated sections of the walls cool the heat 0.1 0.2 0.3 0.4 05
particles. Additional differences between the DSMC results ar X (m)
the Graetz solution exist. These differences are expected as the
Graetz solution is valid for fully developed incompressible corfig. 7 Pressure distribution along centerline for the base case
tinuum flows whereas rarefied developing flow conditions are
considered in the present case. Although the velocity at the heated

VHS model result

——————— VSS mode! result

ssure (Pa)

LN SRS IR NN SRS AL IAEALNLES MALERIREN RLELMLENEE !

X . . . . | ?
section is more parabolic than unifor(aee Fig. 6), the Graetz 700
solution for heat flux with “uniform velocity” agrees better with 3 ‘l o a_._ DSMCresut
the DSMC results than the Graetz solution with “parabolic veloc  soo |- i L e oMl echy)
- | Graetz
500 :— i (parabolic inlet velocity)
o~ - i
Level T(K) °g 400F \
- ~
9 5714 2 300 4
7 5104 x F ey
5 4493 2 200F N
3 3882 + F Ny e
1 327.2 e 100 - T3 JPPeesee,,
- = ai
0 mm%ﬂ—] -------- Baaslnang
-100 i
3!
-200 il
— -300....|....';|...|..1.|....n...,
-0.1 -0.1 0 0.1 0.2 0.3
X X (m)
Fig. 5 Temperature contour for the base case Fig. 8 Heat flux along the plate for the base case
Journal of Heat Transfer AUGUST 2002, Vol. 124 | 613

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.02

LA DAL LR N SR NE AN ShN ML Sran)

T T

0.018
0.016
=
2
= 0.014
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0.008
(a)
Fig. 9 Mean Nu as a function of position along the plate for the
base case
14
Nu(X)[=h(x)d/«(x)] along the axial direction for the heated 13
portion of the walls. Nu varies significantly in the heated section
of the flow. Since the temperature increases along the channel,
thermal conductivity increases accordingly. Thus the variation of 12
Nu(x) is due to both the heat flux and thermal conductivity varia- &a
tion along the flow direction. 1
Significant variations are also observed in the variation of local
(transversely averagedn(x) and Re(x). The axial variation of
Kn(x) and Re(x) for the base case are shown in Figéa)léand 10
10(b) respectively. Due to the sharp drop of density in the axial
direction, Kn increases rapidly in the heated section while Re 9
decreases on the other hand. It is seen from Figa)tBat most of
the flow is in the slip-flow regime. Although velocity and viscos-
ity increase along the channel, the rapid decrease of density 8

causes the Re to drop along the channel.
We now present results of nitrogen flow in the transition flow

L LA O L SLELER RN RLALNLI N LIS 5

NEETE |

el U N T R S S N R

02
X(m)

0.3

regime(case 8 in Table 2). The inlet pressure here is 0.67 Pa, ang. 10 (a) Kn as the function of position along the plate for
the outlet pressure is 0.53 Pa to give a pressure ratio of 1.27. Ba base case; and (b) Re as the function of position along the
this high Kn flow (inlet Kn=0.08, outlet Kn=0.22), diffusion is plate for the base case

much more pronounced. This can be seen clearly from the tem-
perature contour§Fig. 11). Figure 12 shows the velocity vectors
as predicted by DSMC calculations for case 8. The velocity gra-
dient across the channel width is smaller. The amount of velocity
slip at the wall is about 13 m/s near the inlet and 30 m/s at the
outlet, which are large, compared to those for the base case. Be-
cause of the very low density, the Re is extremely low. In the

Level T (K}

570.3
510.3
450.3
390.4
330.4

- W6 N©

transition area between the unheated and the heated regions, i
strong nonlinear pressure distribution is again obsetigl 13).
It can be seen from Fig. 13 that the pressure rises to a local

_({

D3

maximum nearx=0 due to the rapid increase of temperature.
This is because the diffusion effect is more pronounced here com-
pared to the base case.

The heat flux along the length for case 8 is shown in Fig. 14. Fig
The predictions are also compared with the Graetz solution with
“parabolic velocity.” The heat transfer is highest at the channel
transition region where the temperature difference is the largest.
Compared to the base case, the heat flux values along the wall
considerably smaller for case 8. The Graetz solution is age

-0.1

.11 Temperature contours for transition flow

0 0.1 0.2
X (m)

0.3

(case 8)

— 40 m/s

found to qualitatively compare with the DSMC prediction of thg
heat flux. The variation of the local Nu along the axis for case 8
shown in Fig. 15. Compared with the former slip flow cékase

case), the variation of Nu near the origin is relatively smaller i

YOOI
RN

UV HTIRIS

it

NI

i

=

the transitional flow case. It shows that molecular diffusion i
transition flow is dominant.
Figure 16(a)shows the variation of Kn along the axial direction

for case 8 for the heated section. Changes in both pressure and Fig.
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Fig. 13 Pressure distribution along the centerline for transi-

tional flow (case 8) Fig. 15 Local Nu as a function of position along the plate for

transitional flow (case 8)

temperature contribute to the increase of velocity in the axial di
rection. Figure 1@) shows the axial variation of Re along the
axis. In this case, towards the end of the channel, the temperature
of the fluid approaches the wall temperature. The statistical scatter
of temperature thus becomes more pronounced. The temperatur
fluctuation induces the fluctuation shown in Re in Fig(kl6

The effect of diffusion is found to be even stronger in case 15.
Simulations for similar conditiong¢Cases 1, 8, and 15yere re-
peated for different gases such as argon, hydrogen, oxygen anc
noble gas mixtures, as shown in Tables 1, 2, and 3. Comparing the
results for cases 1, 2, 3, and(%able 1, we see that for similar
values ofKn, the diatomic gase@itrogen, oxygen and hydrogen 2
have lower values oNu compared to that of AMNu again de-
creases with increasirign for all gases considered.

Noble gas mixtures were used in order to study the effect of Pr
on heat transfer for the channel flows in low pressure. The Pr is
0.67 for all noble gase&t the reference temperature of 293 K
However, certain properties of the gaseous mixtures are not nec-
essarily functions that vary linearly with subcomponent mole frac-
tions. For example, the viscosities of some binary mixtures vary
oddly with mixture composition. A variety of intermolecular at-
tractive and repulsive forces that exist between real gas molecules @
must be considered. The Pr of gas mixtures were calculated fol-
lowing Giacobbd16]. For the noble gas mixtures considered, the

| DSMC result
\ : Graetz solution
? {parabolic Inlet velocity)
\
1]
o~ \
é R
=
g »
5 Sag
e Bhog
3
T
PR SER AN JUUN VIO UH S S N S T SR WA ST S WA S
! 0.1 02 0.3
N SR TR SR WPV B (b) X(m)
-0.1 0 0.1 0.2 0.3
X (m) Fig. 16 (a) Kn as the function of position along the axis for

transitional flow (case 8); (b) Re as a function of position along
Fig. 14 Heat flux along the plate for transition flow (case 8) the plate for transitional flow  (case 8)
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d = channel width
D = molecular diameter
h = heat transfer coefficient
L = channel length; also, characteristic length of flow
gradients
, Kn = Knudsen number, Ka\/d
10 Kn = average Knudsen number for the heated section
3 Nu = Nusselt number, Nufd/x
z Nu = average Nusselt number for the heated section
P = pressure
P* = Normalized pressuré®* =P/P,,
Pe = Peclet number, PeRe.Pr
- Pr = Prandtl number, Prv/x

Re = Reynolds number, ReUd/v
Re = average Reynolds number for the heated section

= 1
= 10" 10 T = temperature

0.72; —
0.64Pe™"In(7.78+0.5Kn) U(x) = average streamwise velocity

x = coordinate along channel length
X* = normalizedx coordinatex* = x/L
y = coordinate along channel width

Pr varied from 0.18 to 0.3¢see Tables 1, 2, and 3). Comparedsreek Symbols
with the values oNu predicted for Argon, th&lu values for noble
gas mixtures are found to be smaller. Low Pr of the noble gas
mixtures thus reduces the valuesNd.

A simplified expression for predictingu as a function oPe,
andKn was obtained following the correlations given by Graetz
where Peclet number, Pd&Re.Pr. Using a linear regression tech-
nique, the following form is obtained from the data shown in
Tables 1, 2, and 3:
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An investigation into determining the effect of rotation on heat transfer in a rib-roughened

Luai Al-Hadhrami rectangular channel with aspect ratio of 4:1 is detailed in this paper. A broad range of
Research Assistant flow parameters have been selected including Reynolds humbei5®6-40000), ro-
tation number (Re-0.04-0.3) and coolant to wall density ratio at the inlgtp/p);
Je-Chin Han =0.122. The rilturbulators, attached to the leading and trailing surface, are oriented at
M.C. Easterling Endowed Chair an angle(a =45deg) to the direction of flow. The effect of channel orientationgef0
deg and 135 deg with respect to the plane of rotation is also investigated. Results show
Turbine Heat Transfer Laboratory, that the narrow rectangular passage exhibits a much higher heat transfer enhancement
Department of Mechanical Engineering, for the ribbed surface than the square and 2:1 duct previously investigated. Also, duct
Texas A&M University, orientation significantly affects the leading and side surfaces, yet does not have much
College Station, TX 77843-3123 affect on the trailing surfaces for both smooth and ribbed surfaces. Furthermore, span-

wise heat transfer distributions exist across the leading and trailing surfaces and are
accentuated by the use of angled ribs. The smooth and ribbed case trailing surfaces and
smooth case side surfaces exhibited a strong dependence on rotation number.
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Introduction augmentation toward the trailing surface. This rotationally in-

As the world becomes exceedingly industrialized, there devgluced migration of the cooler core flow results in the advanta-

ops an ever-increasing demand for energy. Extensive researchgeefc__)us"enbhalmcerr(ljegt ?:] h%"?lt t:jansﬂter at the tra;lln? su_rfaﬁe, ?;Jt itis
forts have recently focused on methods for reducing the consurrﬁ _|;:a y t:aalnc%_ y ef |saAvan _at?eous reduction in neat trans-
tion of energy. One area focused on improvements in efficiency |  from the leading surface. As with most temperature sensitive
the turbomachinery industry. There is a constant drive to decre&%ﬂponents’ thermal failure in an isolated region is oftentimes

the cost associated with repairing a gas turbine as well as incr : §|st ?; p(;(r)tt;r?tmtitlacnisl fzagut;]iogégte t?gﬂgiecroﬂg?\g?r?éhmlss;s Vn:g\t
ing the fuel efficiency. With the wide spread application of tur; P y P 9

bines from power generation to aircraft propulsion, the cost savilt?é' segment along the length of the blade. .
can be enormous. One method of increasing the efficiency of aThe aspect ratio of the phannel also hgs a profound Impact on
turbine as well as the thrust of an aero-turbine is by increasing t effect of rotation. Moving from the mid-chord to the trailing
combustion temperature. This poses a major problem in the h ge of the blade, the_channels muist begome more rectangular_as
tened degradation of temperature sensitive components of the £ lpladehbecolm.es thinner. g.he c;)rllegtayonhof a 4-1F§1$piCtTrl$tI0
bine, principally the turbine blades. To counter the high turbin ooling channel in a gas turbine blade is shown In Fig. 1. This
inlet temperature$1600—1800 K), the physics of turbulent heafinNing of the channel changes the effective secondary flow pat-
transfer are investigated in a cooling model. Turbine blades incdf!™ from that of a square duct. For this reason, one cannot simply
ply the knowledge of the rotationally induced flow patterns in a

porate internal cooling passages to extract the thermal energy 4B
sorbed from the hot combustion gases. This prolongs the life $Uare channel to that of a rectangular channel. Therefore, an

the blade as well as allowing for increased combustion tempefgvestigation of the rectangular channel is necessary to further
tures, which ultimately increases performance of the turbine. understand the heat transfer characteristics of the internal cooling

A small amount of pressurized air is extracted from the cong@nnels in a gas turbine blade. , ,
pressor and injected into the turbine blades via the cooling air 1O Promote heat transfer in the internal cooling passage, vari-

bypass. This relatively low enthalpy gas is forced through tH&S types of turbulators are used to trip the boundary layer. The
internal cooling passages of the turbine blades, convectively €Set of turbulence results in higher heat transfer by promoting
tracting heat from the internal walls. For further thermal protedliXing of the cooler core jet gases with the hot boundary layer at
tion of the blade, a portion of the internal cooling air is ejected!® Walls. The most common and effective type of turbulator is

through tiny holes in the walls and tip of the blade, creating a cofffe"red to as the “rib” or “trip-strip.” These ribs appear as small
film thermal boundary. rectangular surface protrusions, and are typically oriented at 45

When considering the effects of rotation, certain flow phenonfl€d to the direction of flow on the internal leading and trailing
ena are exhibited that are not observable in the stationary refgy!faces of the blade. When combining the effects of tripping the
ence frame. Forces are generated under a rotational referefigdndary layeiribbed-turbulator and rotational force¢Coriolis
frame, principally the Coriolis and buoyancy forces. These forc@9d buoyancy), entirely different turbulence and flow phenom-
generate secondary flows in the plane orthogonal to the mean fl§i2" &ré achieved. Combining into this equation the various

direction. For radial outward flow. the Coriolis and buoyanc{hapes and sizes of internal cooling channels, it is clear that there

forces combine to shift the velocity profile toward the trailingS N ©ne single solution that can be applied universally in the

surface. The coolant flow migrates along with the heat transfaf!d Of turbine heat transfer. For this reason, an experimental
investigation into each combination of the previously mentioned

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF _parameters I_S necessary. Until nOV\./’ published literature concern-
HEAT TRANSFER Manuscript received by the Heat Transfer Division August 14iNg the rotational effect on the regionally averaged heat transfer
2001; revision received February 14, 2002. Associate Editor; H. S. Lee. characteristics has not existed for the 4:1 aspect ratio duct.
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Fig. 1 Sketch illustrating orientation of a 4:1 aspect ratio
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There are numerous past studies on turbulent flow and heat
transfer in the cooling channels of a gas turbine blade. Han and
Park[1] published experimental investigations of the heat transfer

1- Variable Speed Electric Motor 6- Rotating Arm
2- Hollow Rotating Shaft 7- Test Section
3- Belt-Driven Gear System 8- Compressor Air

. . . 4- Bearing Support System 9- Rotary Seal
phenomenon in a stationary rib roughened rectangular channel. 5- Steel wgorkapaMe 4 1o-snprryung
Han et al.[2] performed a study of the effect of the rib angle on Assembly

heat transfer distributions and pressure drop in a stationary square
channel with two opposite in-line ribbed walls. These studies
showed that the 60 deg and 45 deg V-shaped rib performs better
than the 60 deg and 45 deg parallel rib. It was also concluded that
the V-shaped rib out-performs 60 deg and 45 deg crossed ribs advillett and Bergleq11] performed a detailed investigation of
well as the 90 deg rib. Wagner et d4B,4] conducted detailed the heat transfer in a narrow, 10:1 smooth rectangular channel
experimental investigation to determine the effects of rotation, oriented at 60 deg to the z plane. Most of their focus dealt with
more specifically the effects of Coriolis and buoyancy forces aexploring the contribution of buoyancy forces under rotation.
the regionally averaged heat transfer distribution of a serpentiliaey found that the duct orientation induced a significant varia-
square channel with smooth walls. This study determined thattion in the heat transfer coefficient in the spanwise direction. It
the first pass, the effect of rotation created a thinner boundamas also found that the normalized Nusselt number at the far-aft-
layer on the trailing surface and a thicker boundary layer on tlemd of the trailing sidgor the trailing-outer equivalent in this
leading surface. paper)is a strong function of rotation number and buoyancy num-

Parsons et al.5] and Johnson et aJ6] studied the effects of ber. However, they did not perform tests at an angle normal to the
channel orientation and wall heating condition on the regionallylane of rotation in order to determine how changing the duct
averaged heat transfer coefficients in a rotating two-pass squarintation affects the heat transfer distribution within the rectan-
channel with ribbed walls. Parsons et [#8] discovered that the gular channel, nor did they consider the effect of varying the
heat transfer enhancement for the constant wall heat flux boursdiface configuration, such as the common ribbed surface. Also,
ary condition was more pronounced when the duct is twisted 48ost of their study presented data in streamwise averaged format,
deg to the plane of rotation when compared to a channel orienteeen though the data was taken at localized points. For a more
orthogonal to the plane of rotation. Johnson ef@].determined comprehensive compilation of turbine heat transfer research,
that the model orientation with respect to the rotation planglease see the book by Han et[dl2], the review paper by Han
greatly affected the heat transfer distribution. and Dutta[13], and the review paper by Dutta and Ha# .

Dutta and Han[7] investigated the regionally averaged heat Therefore, it is of interest to experimentally investigate the re-
transfer coefficients in a rotating two-pass square channel wigionally averaged heat transfer distribution in a rotating, rectan-
three different model orientations. They found that the orientatigqular channel of aspect ratio 4:1. The fact that no such literature
of the channel with respect to the plane of rotation affected tlexists today on this subject raises the following questions:
heat transfer distribution. More specifically, they determined that
orienting the channel at an angle with respect to the plane of™
rotation reduced the effect of rotation when compared to the or-
thogonal channel orientation.

Until recently, most of the experimental studies have explored
only square ducts. However, it is quite common to find rectangular
cooling passages, particularly toward the trailing edge of a gas
turbine blade. Since the profile of a turbine blade is curved, the
exclusive use of square channels is not practical. Past research:
focused mainly on the square channel; therefore, published data
for a rectangular cooling channel is rare. Al-Qahtani et/ &l.
published a numerical pl’ediction Of the ﬂOW behaViOr and heﬁrnswers to these questions are pursued in th|s paper.
transfer in a rib-roughened, rotating, two pass rectangular channel
of aspect ratio 2:1. An interesting description of the flow physirj? . | Eacili
associated with rib flow is included in their investigation. Tasli xperimental Facility
et al. [9,10] investigated the heat transfer distribution in square The experimental test rig previously used by Dutta and FHgn
and rectangular rib-roughened channels under rotation. They #&pultilized in this investigatiorisee Fig. 2). A variable frequency
plied the liquid crystal technique to study the effect of rotation omotor is connected via a gear-and-belt mesh to a hollow, rotating
wall heat transfer. It was discovered that the effects of rotatichaft. This shaft runs from the base of the test rig to the work
were more apparent in rib-roughened channels with a larger chamatform and is attached orthogonal to the hollow, rotating arm.
nel aspect ratio and a lower rib blockage ratio. This investigatiofhe test section is inserted inside the hollow rotating arm, which
studied only the heat transfer distribution in an orthogonal rotatimgtates in a plane orthogonal to the rotating shaft. A hand held
channel. optical tachometer is used to determine the rotational velocity of

Fig. 2 Schematic of experimental rotating test rig

How does the spanwise heat transfer distribution vary within
a smooth and ribbed rectangular channel, and is it significant
enough to require consideration when designing the cooling
channels of a turbine blade?

2. Does the surface configuration and orientation of the rotat-
ing rectangular channel significantly affect the heat transfer
distribution?

Do the narrow aspect ratio ducts exhibit different heat trans-
fer distributions when compared to the square and rectangu-
lar channels of lower aspect ratio?
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(temperaturejatio (Ap/p); of 0.122 for every test. Thermal con-
ducting paste is applied between the heater and copper plates to
promote heat transfer from the heater to the plate. Each 1/8 in.
(0.318 cm)thick plate has a 1/16 if0.159 cm)deep blind hole
drilled in the backside in which a copper-constantan thermocouple
is installed 1/16 in(0.159 cm)from the plate surface with thermal
conducting glue.

Two different surface configuratioismooth and 45 deg rips
are studied as well as two different channel orientations with re-
spect to the direction of rotatiof8=90 deg and 135 degFigure
3 shows the ribbed surface configuration. The channel is rib-
roughened on two opposite walls with 45 deg in-line ribs. The
parallel rib configuration was chosen due to the widespread use of
45 deg parallel ribs in turbine blade cooling channels. The ribs are
made of brass and are glued to the leading and trailing surfaces of
the channel, resulting in a rib height-to-hydraulic diameter ratio
(e/D) of 0.078 and a pitch-to-rib heighP(e) ratio of 10. The rib
flow-attack angle, defined as the angle between the mean flow
direction and the rib angle orientatida), is maintained at 45 deg.
The experiments were conducted for Reynolds numbers of 5000,
10,000, 20,000 and 40,000. The test section rotates at a speed of

NNNNNN
DN ANNA

550 rpm, resulting in a range of rotation numk&o) from ap-
proximately 0.04-0.3.

\

Data Reduction

This investigation focuses on detailing the regionally averaged
heat transfer coefficient at various locations within the internal
cooling channel. This heat transfer coefficient is determined by
the net heat flux from the heated plate to the cooling air, the
surface area of the platé\f), the regionally averaged tempera-

) ture of the plate, and the local bulk mean air temperature by the
the arm. Thermocouple and heater wires are connected to a 1fflowing:

channel slip-ring assembly mounted to the rotating shaft. The out-
put of the thermocouples is transferred to a data logger. Fuse- h=dned (Tw—Tpx) (1)
protected power input to the heaters from the variac transformers ) )

is also transmitted through the slip ring assembly. Cooling air e net heat flux is calculated using the measured voltage and
pumped from a steady flow compressor, through an ASME orifi€irrent supplied to the heater multiplied by the area fraction ex-
flow meter, then through the hollow rotating shaft, turning 90 delgesed to the respective plate minus the previously determined

and passing into the rotating arm, then through the test section &¥gount of heat losses due to external conduction, convection, and
is finally expelled into the atmosphere. radiation energy escaping from the test section. This heat loss

The test section is a 0.5 in. by 2 in. by 6 in. long (1.27.88 calibration is performed for both stationary and rotation experi-
X 15.24 cm) one-pass rectangular channel of aspect ratio 4:1 wi¢nts with a piece of insulation inserted inside the test section to
a hydraulic diameter 0D=0.81in. The ratio of mean rotating inhibit natural convection. For this calibration, by knowing the
radius to hydraulic diameter B/D =33. The direction of airflow amount of power supplied to the heater and measuring the tem-
is radially outward from the axis of rotation. Two rows of coppepPerature of the plate, it is possible to determine how much the heat
plates are installed on both the leading and trailing surface #being lost into the environment using the conservation of en-
provide a grid for analysis of the spanwise variation in the regio®gy principle. Equatior(1) is used throughout the experiment,
ally averaged heat transfer coefficient. neglecting the change of area effect with the addition of ribs. That

Figure 3 shows a detailed top view of the test section. The td8t the heat transfer coefficient is calculated based on the projected
section is divided into six cross-sections, each with six copp@Fea, neglecting the 28 percent increase in area due to the addition
plates: two for the leading, two for the trailing, one for the oute®f ribs. _
and one for the inner surface. Moving along the direction of the The regionally averaged wall temperaturg,} is measured
flow (radially outward, there are six streamwise segments for directly by the thermocouple installed in the blind hole on the
total of 36 copper plates in the entire test section. The chanm@ck of each plate. The local bulk mean air temperatligg ) is
length-to-hydraulic diameter ratioL(D) is 7.5 with a ratio of determined by a linear interpolation between the measured bulk
1.25 for each of the six cross-section segments. Each plate@isinlet and the average of two outlet temperatuezeh installed
separated by a 0.0626 if0.159 cmthin strip of nylon to prevent at the midpoint of the two spanwise sectipdse to the applicable
heat conduction between plates. This is important since the objéenstant heat flux assumption. Another method used to check the
tive is to study the spatial distribution of heat transfer. interpolation values is by performing an energy balance. It is re-

The copper plates are mounted in a nylon substrate, which cofsuring to note that performing an energy balance to calculate the
prises the bulk of the test section. Pre-fabricated flexible heat&¥pected outlet temperature resulted in a close match to that of the
are installed beneath the leading and trailing surfaces, two to e@grage measured exit temperature value, typically to within 5
surface. The outer and inner wallsr side walls)are each heated Percent. Therefore the linear interpolation method is validated and
by a wire-wound resistance heater, which is also installed benekttihe method used in the calculation of the results presented in
the copper plates. All heaters supply steady, uniform heat flux #S paper. The energy balance equation is:
the copper plates. Sufficient power is supplied in order to maintain
a maximum wall temperature of nearly 340 K for the correspond-
ing section. This corresponds to an inlet coolant-to-wall density

L Entrance
.
Tﬁ(

- Axis of Rotation

/ || — Unheated

Fig. 3 Schematic of 4:1 test section
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. ing duct. The smooth duct seen in Figad(shows how the rota-
Downstream| ’ tional forces(dotted line)induce a migration of the cooler core

§  |Rib-nalf flow toward the trailing surface in radially outward flow with the
channel oriented g8 =90 deg to the plane of rotation. This results
in an increase of the heat transfer from the trailing surface, al-
though it typically results in a decrease in heat transfer at the
leading surface.
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Upstream -]
Rib-half
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£ Tilting the smooth duct tof=135deg causes the Coriolis
f =90 deg.n g =90 deg.fi forces to shift the secondary flow pattern from the casegof
——— - e e =90 deg. Now the secondary flow due to rotation travels along
T L }f_“ T the line from the leading most corner of the duct to the trailing
most corner of the duct. This results in a significant increase in
B = 135 deg. p =135 deg. heat transfer at the outer surface as well as a moderate increase for

the entire leading and trailing surfaces. When ribs are installed as
seen in Fig. 4), the combination of secondary flows produces a
flow behavior that is entirely different from the smooth surface.
o The ribs induce a flow pattern parallel to the ribs at the wall,
- ’rg:“ii‘r“c;‘:’uce ) traveling from the upstream rib-half surfadieom the outer sur-
""" face in this casefo the downstream rib-half surfa¢oward the
inner surface in this cageThis rib configuration was chosen be-

Fig. 4 Outward flow rectangular test section with: (&) smooth  cayse when the channel is tilted =135 deg, the rib-induced
walls; and (b) 45 deg parallel ribs on leading and trailing sur- secondary flow constructively combines with the rotation induced
faces. . S .

secondary flows. Past literature has paid little attention to the con-

structive and destructive combinations of rib and rotation-induced

secondary flows. A3=90 deg, the rib-induced secondary flow
To provide a common reference for each analysis, a correlationcignstructively combines with the rotation-induced secondary
used comparing the Nusselt number for the specific duct casefiis at the leading-outer and trailing-inner surfaces, while the
that of fully developed flow through a smooth stationary circulaiyo secondary flows destructively combine at the trailing-outer
pipe at the same Reynolds number. For this investigation, tBAd leading-inner surfaces. It is impossible to achieve completely

Dittus-Boelter correlation for heatingr(,>Ty,,) is used: constructive rib- and rotation-induced secondary flows in a chan-
Nu hD 1 nel of =90 deg when using continuous ribs. If the ribs had been
NG~ % (0023 RE%PH (3) oriented with the upstream rib-half attached from the inner surface
NU, kg (0.023 REPF) and the downstream rib-half following toward the outer surface,

All air properties are taken based on the mean bulk air tempetB€n a completely destructive combination of the rib and rotation-
ture with a Prandtl numbeiPr) for air as 0.71. induced secondary flows would have resulted across the entire
Overall uncertainty for the regionally averaged heat transfer lgading and trailing surfaces at tjfe= 135 deg orientation. While
predominantly dependent upon the difference between the wiwould be interesting to investigate such behavior, this analysis
temperature and the bulk air temperature, the net heat flux inp¥@s limited to only the smooth and 45 deg rib orientation that
and the ability to maintain a steady mass flow rate. As with moBtoduces constructive combinations of secondary flow.
experiments, the uncertainty for this investigation decreases WithS
the increasing magnitude of input parameters. For higher Rey-
nolds numbers, the uncertainty has been determined to be nea?F/t tion with 8= nd rotation witig= 1 Each
percent. However, for lower Reynolds numbers €%€00), the _%6 suct))divideﬁ ir?%d?gu? gx:eﬁn?ents:g& Rgigggo, ?o(; gzse
uncertainty could be as much as _20 percent. '_I'he uncertaln:)iOOOQ €) Re=20000, and §) Re=40000. The corresponding
analy5|s was pgrformed using the Kline and McClintgt&] un- rotation numbers for these cases are 0.305, 0.151, 0.075, and
certainty analysis procedure. 0.038, respectively. Please reference Figure 1 for the data legend
and surface locations within the channel. Figure 5 contains data
Results And Discussion for the stationary cases. The higher than asymptotic values in the

Before any discussion of the physics associated with the t’_ﬁ%rmalized Nusselt number plots are attributable to the entrance

mooth Channel Results. Figures 5—7 contain the smooth
t data for three different channel configurations: stationary,

rectangular duct proceeds, it is important to set up a labelifdfect in thermally developing flow. The plots all approach a hori-
scheme for the various surfaces in the duct. This labeling scherfi ntal asymptote as the flow approached the thermally fully de-

P ; : ; loped state.
seen in Fig. 1, will be used throughout this paper. The inner aNg© .
outer surface side walls are named according to their location jn"19ure 6 shows the results for the rotation cases where the duct

the turbine blade. That is, the inner surface is closer to the mitj-°fented aig=90 deg, that is, orthogonal to the plane of rota-
chord position of the bladé relatively internal position and the UON- AS was expected, the trailing surfaces exhibit higher heat
outer surface is closer to the trailing edge of the blade, and thud"@nsfer enhancement than the leading surfaces due to the migra-
closer to an external surface of the blade. The leading and trailifjg’ ©f the colder core fluid toward the trailing surface caused by
surfaces of the blade follow the conventional definitions of thed8¢ Coriolis rotational forces. At a duct angle f=90 deg, the
surfaces, however each surface is subdivided into two surface<fignnel can be assumed to hold symmetry about the plane of
order to investigate the span-wise distribution of heat transféftation. This means that both of the leading surfageading-

along the major surfaceteading and trailing Therefore we have OUter and leading-inngshould have identical Nu plots, the trail-
a total of six surfaces: leading-outer, leading-inner, trailing-outdPd_Surfaces should exhibit identical behavior, and the two side

trailing-inner, outer, and inner. Because of the many intrinsic diis_Urfaces should be equal. This is validated relatively well as seen

ferences between square and rectangular ducts, a brief discus&idhe figures, with a slight bias between the two trailing surfaces.
increase in the Reynolds number tends to suppress the effect
0

on the secondary flow patterns generated by rotation and the ri . . - . o
rotation. All six surfaces show very little streamwise variation

in a thin rectangular duct follows. h ; )
g in the Nu number plots. Both of the side surfa¢ieser and outer)
Secondary Flow Behavior. Figure 4 shows a conceptualiza-have a heat transfer enhancement nearly equal to the value of the
tion of the secondary flow patterns of a smooth and ribbed rotavo trailing surfaces.
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Fig. 5 Nusselt number ratio for stationary smooth case

Fig. 6 Nusselt number ratio for rotation smooth case with
B=90deg
Figure 7 presents the results of the smooth rotation case with

the channel oriented g&= 135 deg with respect to the plane of
rotation. Figure 7§) shows that at a low Reynolds numkéigh tion. Both of the trailing surfaces have higher heat transfer coef-
rotation number), there are distinguishable differences in the hdatents than the leading surfaces. A new and interesting finding is
transfer trends among the various surfaces. It can be seen thatttieesubstantial difference in the heat transfer coefficient between
trailing-outer and outer surface exhibit the highest heat transfidwe two trailing surfaces. Furthermore, this span-wise difference
enhancement of all of the surfaces in the duct. This is attributeddoes not come into effect until nearly half-way through the chan-
the fact that these two surfaces are the primary recipients of thel for high rotation numbers (Ro0.305). It is also shown that
shifting of the cooler core flow under rotation. This phenomenahe leading surface heat transfer increased when compared to the
is illustrated in Fig. 4 of the preceding section. After the floworthogonal channel. The overall increase in heat transfer from
impinges on the trailing-outer and outer surfaces, it passes alamgarly all surfaces can be attributed to the fact that twisting the
the leading and trailing surfaces to the inner surface, where tbleannel greatly increased the linear distance along which the main
heat transfer coefficient is the lowest, and the secondary fld@®oriolis force is directedfrom leading most to trailing most cor-
slows down dramatically. Then the flow cycles again, passimger)and provides an overall better mixing than e 90 deg. In
from the leading most corner diagonally across the channel ttve =90 deg case, the principal Coriolis vector in the core re-
ward the trailing most corner. At a high rotation number, the inngjion of the flow acts across only a short distaftte short width
surface heat transfer follows a trend quite similar to the stationany the channeland does not serve to mix the flow as well as the
cases. It appears that this inner surface is barely affected by rdtaisted channel.
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Fig. 7 Nusselt number ratio for rotation smooth case with

B=135 deg Fig. 8 Nusselt number ratio for stationary ribbed case

inner surface. The inner surface interfaces with the side surface of

One evident contrast of the results of e 135 deg caséFig. h ; I heref is | likel
7) compared to thgg= 90 deg(Fig. 6) case is apparent in the sidetcoenseilgggzn; Zﬂgclg?sﬂ?;sc?e‘ and therefore is less likely to be

surfaces. For the twisted channel, the trend of the outer surface

increases while the inner surface trend decreasesXyith Fur- Ribbed Channel Results. The data plots for the ribbed chan-
thermore, the inner surface decreases in a similar way as seeméhcases are presented in Figs. 8—10. Figure 8 shows the station-
the stationary case. The outer surface, which trails the inner sary ribbed channel data. It can be seen that the thermal entrance
face, experiences a heat transfer enhancement of as much as teffeet (decreasing to horizontal asymptptihat occurred in the
times that of the inner surface for the=135 deg case. This is smooth duct does not apply to the ribbed duct. This is due to the
due to the shift of the primary Coriolis induced flow vector fronfact that the flow is no longer hydrodynamically fully developed
the center of the trailing surface in th@=90 deg case to the immediately after the beginning of the test section, as was the case
trailing most corner in thgd=135 deg case. This trailing mostwith the smooth duct. The ribs at the test section inlet trip the
corner is adjacent to the outer surface, and therefore the outgdrodynamic boundary layer, and the flow is now considered not
surface benefits greatly in heat transfer enhancement due to ¢iméy thermally developing at the inlet, but also hydrodynamically
twisting of the duct. This is desirable since the outer surface of tideveloping at the inlet to the test section. In fact, the data curves
B=135 deg case is closer to the trailing edge of the turbine bladend to increase for the ribbed stationary case, whereas the plots
and thus is likely to experience a higher external heat flux than tdecrease for the smooth stationary case.
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An extremely important observation of this case is to note thatirface, which acts as a stagnation surface. The primary rib-half
the leading-outer and trailing-outer surfaces experience a signgisrface is able to convect more heat as the fluid passes quickly
cantly higher heat transfer enhancement than the leading-inaeross the surface. When the flow slows along the downstream
and trailing-inner surfaces. This is attributable to the orientation ab-half surface, less heat is convected away by the downstream
the ribs. The ribs are attached such that the flow first meets the rilb-half surface. This explains why the leading-outer and trailing-
at the leading-outer and trailing-outer surfaces, which are the “uputer (upstream rib-halfsurfaces experience higher heat transfer
stream rib-half” surfacegsee Fig. 4). The second half of the rib,than the leading-inner and trailing-innédownstream rib-half
or “downstream rib-half” surface, follows as the rib extends tosurfaces. Also, the outer surface has a higher heat transfer en-
ward the inner surface. Therefore, the ribs can be describedh@scement than the inner surface because it is peripherally af-
running from the outer surface to the inner surface at 45 deg to tleeted by this faster, cooler, upstream rib-half tripped flow. In
main flow. As the flow first meets the rib at the upstream rib-hatfontrast, the inner surface experiences the heat transfer diminish-
surface, the hydrodynamic boundary layer is tripped first at thisg effects of flow stagnation.
point. The fluid at the ribbed wall is then channeled between theThe stationary rib cases show dependence on Reynolds number
two ribs, flowing parallel to the ribs. The rib-induced secondarfor the leading and trailing surfaces, however, the inner and outer
flow is fastest at the upstream rib-half surface, and slowing assitirface exhibit nearly no dependence on Reynolds number. This is
passes along the downstream rib-half surface toward the inm@cause as the Reynolds number increases, the rib is less effective
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at enhancing the heat transfer of the rectangular duct when com —®— Leading-outer —&— Leading-inner
pared with the stationary smooth circular duct correlatipe., O— Trailing-inner A— Trailing-outer
normalized Nu decreasesSince the ribs are attached to the lead- o

. i - —O— Outer —@—Inner

ing and trailing surfaces, they experience much more of the en
hancing effects of the ribs, and conversely, are affected more by
reduced enhancement of heat transfer at higher Reynold
numbers.

Figure 9 shows the data plots for the ribbed duct under rotatior
with an orientation orthogonal to the plane of rotatioB ( %
=90 deg). Looking to Fig. H), we can see that at higher rota- =
tion numbers, there is clearly a higher heat transfer from the
trailing-outer surface, and an increasing trend WtiD. Also, the
trend is similar to that of the stationary case. For this reason, the
rib-induced flow is observed to dominate the rotation induced sec
ondary flow. Another important observation is that the leading-
inner surface exhibits nearly the lowest heat transfer enhanceme: 3 r
at the highest rotation number.

Figure 10 presents the plots for the ribb@ds 135 deg twisted |
channel rotation experiments. We immediately can see that by 2
twisting the channel, the leading-outer surface curve rises to mee2 |
the trailing-outer surface curve, with the trailing-outer surfaceg

2t

1

maintaining nearly the same trend as seen in@ke90 deg case. 1

Even the trailing-outer surface trend increases slightly over that o

the =90 deg case. From this behavior, it seems as though thi I (v) Streamwise Averaged, p=135° Smooth
effects of rotation for the twisted channel serve to better mix the 0 lw— ' ' .
flow than the orthogonal channel, and most of the surfaces benef 0 0.1 0.2 0.3
from the entirely constructive combining of rib and rotation- Rotation Number (Ro)

induced secondary flows for th8=135 deg case. That is, all

surfaces benefit except the inner surface, which is the only surfdde 11 Streamwise averaged Nusselt number ratio for smooth

in the twisted channel to exhibit a lower heat transfer when corf?annel

pared with the orthogonal channel. This is expected because the

heat transfer at the inner surface is now mitigated by not only its

position as the leading most surface, but also by being situatedi{a), the trailing surfaces and outer surface show an increasing
the end of the downstream rib-half. Since the inner surface tignd with increasing rotation number. The trailing-outer surface
likely to be the surface exposed to the side wall of an adjacesghibits the greatest dependence on rotation number, which is a
cooling passage, a low heat transfer is not foreseen to be a sigsult of the combination of rib and rotation-induced heat transfer
nificant problem. Therefore, we can say that the attachmesfihancement. The leading surfaces exhibit little dependence on
scheme for continuous ribs chosen in this investigation will likelyotation number. Figure 1B} shows that all surfaces are a func-
provide the most effective heat transfer augmentation at the néien of rotation number except the inner surface. Furthermore, the
essary surfaces. twisted channel produces a nearly identical trend for the two up-

Streamwise Averaged Nusselt Number Ratio. An overall
heat transfer coefficient for each surface is determined by averag-

ing the streamwise data and then plotting the data as a function of ~—W— Leading-outer —a&— Leading-inner
rotation number. Figure 11 shows the streamwise averaged data —O— Trailing-inner —A— Trailing-outer
for the smooth duct. Figure 18] (8=90 deg) shows that the —O—Outer —@—Inner

heat transfer at the trailing surfaces, the inner surface and the
outer surface, is a strong function of rotation number. All four of
these surfaces exhibit an increasing trend with increasing rotation
number. The two leading surfaces show very little dependence on
rotation number. Figure 1bj (B8=135 deg) shows that the trail-

ing surfaces are strongly dependent on rotation number. The inner
surface is the only surface that shows virtually no dependence on
rotation number for this case. A comparison of Figs(alland
11(b) reveals that the two leading surfaces for {fie 135 deg
case are more dependent on rotation number than forgthe
=90 deg case. These results are different than the results of the
square channel of Dutta and Hgfl and the 2:1 rectangular chan-
nel investigated by Azad et dl16]. A comparison of the 4:1 duct
with the square and the 2:1 duct reveals that the aspect ratio sig-
nificantly affects the rotational dependence on heat transfer, par-
ticularly for the leading surface. The square duct shows a decreas-
ing trend, the 2:1 duct approaches a nearly horizontal trend, while
the 4:1 duct shows an increasing trend. Therefore, as the channel

becomes narrower, the heat transfer enhancement at the leading {b) Streamwise Averaged, p=135°, Ribbed
surfaces becomes more positive. It is now conclusive that the 0 ’ :

aspect ratio significantly affects the heat transfer distribution in 0 o1 Rotation Num&f o) 03
the channel.

Figure 12 shows the streamwise averaged heat transfer ep; 12 Streamwise averaged Nusselt number ratio for ribbed
hancement for the ribbed duct. For the orthogonal channel of Fighannel
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stream rib-half surfaceeading-outer and trailing-outerAlso,

the downstream rib-half surfacdsading-inner and trailing-inngr

show very similar trends. A comparison of Figs.(dRand 12(b)

shows that the leading surfaces and the inner surface are posi- T,, =
tively affected by the channel orientation. The trailing surfaces
and the outer surface appear to be unaffected by the channel
orientation.

Conclusions

This investigation revealed that spanwise heat transfer diffdid p/ p)i
ences of up to 25 percent for the smooth tilted channel and 50-75

Re = Reynolds numbepVD/u
R, = rotation number(D/V
Tpx = local coolant bulk temperatur)

wall temperaturgK)

V = bulk velocity in streamwise directiofm/s)
B = angle of channel orientation

) = rotational speedrad/s)

a = rib angle

p = density of coolant (kg/)

= coolant-to-wall density ratio at the inlet,
(Pw=Poi) pw=(Ty=Tp)/ Ty,

percent for the ribbed channel exist across the leading and trailing
surfaces. This observation should be addressed when designing
the cooling channels of a gas turbine blade. In addition, the dyskferences

orientation significantly affects the leading, the inner, and th
outer surfaces, yet does not have much effect on the trailing sutk

e

[1] Han, J. C., and Park, J. S., 1988, “Developing Heat Transfer in Rectangular
Channel With Rib Turbulators,” Int. J. Heat Mass Tran8fl(1), pp. 183—195.

faces for bOt_h the SmOOIh_ _and ribbed cases. Furthermore, th@] Han, J. C., Zhang, Y. M., and Lee, C. P., 1991, “Augmented Heat Transfer in
smooth and ribbed case trailing surfaces and the smooth case side Square Channels With Parallel, Crossed, and V-Shaped Angled Ribs,” ASME
surfaces show a strong dependence on rotation number. Finalli/ﬁ] J. Heat TransferL13 pp. 590-596.

the aspect ratio was determined to affect the leading surface he

Wagner, J. H., Johnson, B. V., and Hajek, T. J., 1991, “Heat Transfer in
Rotating Passage With Smooth Walls and Radial Outward Flow,” ASME J.

transfer enhancement, where the enhancement increases as theturbomach.113 pp. 42-51.
channel becomes narrower. Therefore, this investigation has dete4] Wagner, J. H., Johnson, B. V., and Kooper, F. C., 1991, “Heat Transfer in

mined that spanwise variations in the heat transfer distribution of
rectangular cooling passages exist and that the enhancement i
function of channel orientation, surface configuration, and aspec

ratio.

Acknowledgments
The Advanced Gas Turbine Systems ResedABTSR) pro-

gram (project number SR-082Zunded this experimental investi-

Rotating Serpentine Passage With Smooth Walls,” ASME J. Turbomach.,
1133), pp. 321-330.

5% Parsons, J. A., Han, J. C., and Zhang, Y. M., 1995, “Effects of Model Orien-
tation and Wall Heating Condition on Local Heat Transfer in a Rotating Two-
Pass Square Channel With Rib Turbulators,” Int. J. Heat Mass Tr&8&(f7),
pp. 1151-1159.

[6] Johnson, B. V., Wagner, J. H., Steuber, G. D., and Yeh, F. C., 1994, “Heat
Transfer in Rotating Serpentine Passage With Selected Model Orientations for
Smooth or Skewed Trip Walls,” ASME J. Turbomachl6, pp. 738—744.

[7] Dutta, S., and Han, J. C., 1996, “Local Heat Transfer in Rotating Smooth and

Ribbed Two-Pass Square Channels with Three Channel Orientations,” ASME

gation under the supervision of the United States Department of _J. Heat Transferl18 pp. 578-584.

Energy(DOE). The authors greatly appreciate the support of thel8!
AGTSR program and the DOE. Without such support, this re-

search would not have been possible.

Nomenclature

surface area of copper plate {m
hydraulic diametefm)

rib height(m)

heat transfer coefficient (W)
thermal conductivity of coolanfW/mK)
length of duct(m)

regionally averaged Nusselt numbbiD/k
Nusselt number in fully developed turbulent non-
rotating tube flow without ribs

rib pitch (m)

Prandtl number

heat transfefW)

net heat flux at wall (W/rf)
mean rotating radiuém)

Journal of Heat Transfer

Al-Qahtani, M., Jang, Y., Chen, H. C., and Han, J. C., 2001, “Prediction of
Flow and Heat Transfer in Rotating Two-Pass Rectangular Channels with 45
deg Rib Turbulators,” ASME Paper No. 2001-GT-0187.

[9] Taslim, M. E., Rahman, A., and Spring, S. D., 1991, “An Experimental Inves-
tigation of Heat Transfer Coefficients in a Spanwise Rotating Channel With
Two Opposite Rib-Roughened Walls,” ASME J. Turbomadii3 pp. 75-82.

[10] Taslim, M. E., Bondi, L. A., and Kercher, D. M., 1991, “An Experimental
Investigation of Heat Transfer in an Orthogonally Rotating Channel Rough-
ened With 45 deg Criss-Cross Ribs on Two Opposite Walls,” ASME J. Tur-
bomach.,113 pp. 346-353.

[11] Willett, F. T., and Bergles, A. E., 2000, “Heat Transfer in Rotating Narrow
Rectangular Ducts with Heated Sides Oriented at 60 deg to the R-Z Plane,”
ASME Paper No. 2000-GT-224.

[12] Han, J. C., Dutta, S., and Ekkad, S. V., 20@&s Turbine Heat Transfer and
Cooling TechnologyTaylor and Francis, New York.

[13] Han, J. C., and Dutta, S., 2001, “Recent Developments in Turbine Blade
Internal Cooling,” inHeat Transfer in Gas Turbine Systenis J. Goldstein,
ed., Ann. N.Y. Acad. Sci.934, pp. 162-178.

[14] Dutta, S., and Han, J. C., 1998, “Rotational Effects on the Turbine Blade
Coolant Passage Heat Transfer,” Annu. Rev. Heat TranSfgup. 268—314.

[15] Kline, S. J., and McClintock, F. A., 1953, “Describing Uncertainties in Single-
Sample Experiments,” Mech. EngAm. Soc. Mech. Eng.)75, pp. 3-8.

[16] Azad, G. S., Uddin, J. M., Han, J. C., Moon, H. K., and Glezer, B., 2001,

“Heat Transfer in a Two-Pass Rectangular Rotating Channel with 45 deg

Angled Rib Turbulators,” ASME Paper No. 2001-GT-0186.

AUGUST 2002, Vol. 124 / 625

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



B. Weigand

Universitat Stuttgart,

Institut fiir Thermodynamik der Luft- und
Raumfahrt,

Pfaffenwaldring 31,

70569 Stuttgart, Germany

T. Schwartzkopff

Universitat Stuttgart,

Institut fir Aerodynamik und Gasdynamik,
Pfaffenwaldring 21,

70569 Stuttgart, Germany

T. P. Sommer
ALSTOM Power Generation Ltd,

A Numerical Investigation of the
Heat Transfer in a Parallel Plate
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Conditions

For turbulent flows in ducts, streamwise heat conduction effects within the flow can be
important for low Prandtl number fluids (liquid metals). The paper presents a numerical
investigation of the influence of axial heat conduction within the flow on the heat transfer
for hydrodynamically fully developed flow. The calculations have been carried out for a
semi-infinite heated section as well as for a heated section of finite length. Additionally, by
considering different models for calculating the turbulent heat flux, the normally used

5401 Batlen, Switzeriand assumption that the eddy diffusivity in axial and normal direction are the same was

investigated. [DOI: 10.1115/1.1482085

Keywords: Channel Flow, Forced Convection, Heat Transfer, Liquid Metals, Turbulence

studied analytically the effect of axial heat conduction in a parallel

1 Introduction
late channel and in a circular pipe for laminar and turbulent

Heat transfer for hydrodynamically fully developed chann e
flows is of theoretical interest and of technical importance. Nc;ﬁ-OWS for the case of a constant wall temperature. For a finite

mally, the effect of streamwise conduction within the flow on th eated section, Weigand et f23] obtained an analytical solution

heat transfer to a fluid flowing inside a duct can be neglected. T ] the temperature field and the Nusselt number for a duct with

classical Graetz problem deals with heat transfer in the therma}} cew_lslehconstantdhea}t fluxﬁat the waII.IThlzln_vestlgatlor; shlowed
developing region under such conditiofs7,14], fat axial heat conduction effects can also be important for larger
! Peclet numbers if the heated section is relatively short in length.

However, for flows with small Reet numbers, streamwise heat :
conduction effects in the fluid become increasingly important asA” the papers mentioned above used the fundamental assump-

P, decreases. This is the case, for example, in compact h&8p that gradient transport of the foraf®'~d®/dx; holds and
exchangers where liquid metals are used as working fluids. Addhat the ed(_jy diffusivities in the radial and axial directions are the
tionally, the effect of streamwise heat conduction within the flo§a@me. Additionally, all papers used the concept of a turbulent
might be important if the heated section is small in size compar@da“d“ number to obtain the turbulent thermal diffusivity from the
to the hydrodynamic diamet¢23]. eddy viscosity asy;=v{/Pr,. As a direct consequence of these

In the past, many analytical and numerical investigations hagsumptions, the streamwise turbulent heat flux is only a function
been carried out which deal with the solution of the extendedf the streamwise temperature gradient. Very small or zero
Graetz problentconsidering axial heat conduction in the flufdr ~ Streamwise turbulent heat fluxes will always be predicted if the
thermally developing laminar flows in ducts. Extensive literaturgireamwise temperature gradient is small or zero, respectively. As
reviews on this subject can be found[it7,16,8]. Numerical in- far back as 1949 Batchelpt ] suggested that the streamwise com-
vestigations which deal with the extended Graetz problem f@@nent of the turbulent heat flux should also be a function of the
laminar flow in a pipe or a parallel plate channel are given fdi¥0ss-stream temperature gradient and vice versa. Evidence of this
example in[8,13]. effect has been obtained by direct numerical simulation, DNS,

Although axial heat conduction can be ignored for turbulersults which show significant values for the streamwise turbulent
convection in ordinary fluids and gases, with liquid metals this f&at flux even though the streamwise temperature gradient is neg-
not always be justified for small Reynolds number flows. In fadigible compared to the cross-stream gradieiif. .
because of the very low Prandtl numbers for liquid metals Having observed that axial heat conduction effects can be im-
(0.001<Pr<0.06) the Pelet number can be smaller than ten irPortant for low Pelet numbers as well as for the cqmblnatlon of
turbulent duct flows. A literature review about the convective hefioderate Pelet numbers and a short heated section, the proper
transfer in liquid metals can be found f6]. Lee[12], for ex- modeling of the axial turbulent heat flux can be important. Alge-
ample, studied the extended Graetz problem in turbulent pif€aic models for the turbulent heat fluxes such as proposed, for
flow. He found that for Pelet numbers below 100, axial heat€x@mple, by Gibson and Laundérimprove the prediction of the
conduction in the fluid becomes important in the thermal entranggial turbulent heat flux. However, even if they are simplified
region. For a turbulent flow inside a parallel plate channel, tHSing the assumption of equilibrium turbulence, they still require
effect of axial heat conduction within the fluid was analyzed b{j'® solution of a linear system of equations for the turbulent heat
Faggiani and Gori3]. They solved numerically the energy equa_luxes. In solving this system of equations, a situation can occur
tion for a constant heat flux boundary condition. Weigd2d] where the system of equations becomes singular for certain com-

binations of the Reynolds stresses and mean temperature gradi-

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF ents, 5”.“""’“ to the singularity noted by Gatski and Spei)éor
HEAT TRANSFER Manuscript received by the Heat Transfer Division July 10, 20018lg€braic Reynolds stress models. More recently, models based on
revision received March 14, 2002. Associate Editor: K. S. Ball. a more general gradient transport type of the form proposed by
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Batchelor have been developi8,24]. These models provide the
advantages of algebraic models while remaining relatively simple
and robust. Furthermore such models are more tractable for ana-
lytical work.

Using such a model for the turbulent heat flux, the present
paper investigates the effect of axial heat conduction and particu-
larly of the axial turbulent heat flux. The energy equation for
hydrodynamically fully developed duct flow and a heated section
is solved numerically using different models for the turbulent heat
fluxes.

Additionally, the paper presents the effect of a finite heated
section with a constant wall temperature. To the best knowledge
of the authors of the present paper, both above mentioned topics
have not been considered in literature before.

.

fully developed
velocity profile

Fig. 1 Geometry and coordinate system

2 Analysis

Figure 1 shows the geometrical configuration and the coordi-
nate system. The flow enters the duct with a hydrodynamically
fully developed laminar or turbulent velocity profile and with a

uniform temperature distributioiiy for X— —o. FOr — AXpeaf2 @
<X<AXpeqaf2 the channel is uniformly heated by applying a con- -u'0’ D1 D X
stant wall temperature. A second case with constant wall tempera- e “\p D..) | 40 (6)
ture at 0<x< + is also considered. The characteristic length 2 Fal T
denotes half of the channel height. The physical properties 5y

(cp.p,k) of the fluid are considered to be constant.
All models considered in the present study can be written in this

2.1 Energy Equation. The energy equation for a hydrody-form. Introducing Eq(6) into Eq.(4), the energy equation obtains
namically fully developed flow is given by the following form

aT d (kaT G 9 kaT =
pCyl U——|=——| k———pcpu —o K=o =pCpu T . 9 9 o] 9 90
X X IX ay ay ~Pa . — ) B I
) qu,Jy( = (1+PgDyy) x +J>~( Pe;,Dlsz
The boundary conditions for E@l) are as follows: 9 L4 PeD 90 beD 90 .
y=0:9T/dy=0 +fy( Tre 22)7y+fy A 2% | )

Y=RX< = AXpeal2, AXneaf2<X T=To As one can see from Eq7), the “ansatz” by Eq.(6) results in

mixed second derivatives in the energy equation. This fact will be
) discussed later in more detail. For a hydrodynamically fully de-
limy_ . T=To (2) veloped flow and the turbulent heat flux models in the herein

After introducing the following nondimensional quantities intgliScussed form, th®;; are only depending oy. Therefore, one

— AXpeal2<X<AXpeaf2 T=T,

Egs.(1)—(2) can simplify Eq.(7) to
XYy v T-To 9D 90 90
X=+, Y=+, U==, 0O= , TPe — 2 i B
h h Uo Tw—=To wPe—Pe g & ~ & (1+PaDw) ]+ 7y (1
~r®r_ U’T’ ~7 r_ U’T’ (9@ (92(9
u _U_o(TW To) ) = Ug(Tu—To) , a pCp’ +PQ1D22)7y +Pg[Dq,+ Dzj_—la,),(—éry
P 7u_0h 3 ©
&2 (3) 2.2 Turbulent Heat Flux Models. In the present study two
the enerav equation and the relatina boundarv conditions can ifferent models have been used in order to calculate the eddy
written agy q 9 y fusion tensorD;; in Eq. (6). The first model is based on the
simple gradient transport model with a scalar eddy diffusivity for
0 9 (a@) 5 d _®) @ which Dj;=%;6;; where a turbulent Prandtl number is used to
UPg—=—|—=—Pal'®" |+ —| ——Pguv'®'|. (4) Ccalculates;.
X K\ AR The second model is a simplified form of the explicit algebraic
¥=0:00/y=0 heat-flux model(EAHF) model by So and Sommédi8]. Here

Y= 1X< —Kneal2 Xneal2<X ©=0
77(hea(2<5'(<7<hea(2 @ =1
limy ._..©®=0

®)
The turbulent heat fluxe&8’'®' and7’'®’ appearing in Eq(4)

each element oD;; is a function of the mean flow field and in
generalDj; is fully occupied and non-symmetric. This more gen-
eral model generates a turbulent heat fluxxhdirectionu’®’
even when the temperature gradientxidirection is zero. Evi-
dence for this effect has been obtained by DNS calculations. Note
that the simple formulation is a special case combined in this.

have to be calculated from the mean quantities of the flow. Batch-2.2.1 The Isotropic Turbulent Heat Flux ModelUsing the
elor[1] proposed a turbulent eddy diffusion tensor. Thus, the tuconcept of the turbulent Prandtl number, the turbulent heat fluxes

bulent heat fluxes can be calculated from

Journal of Heat Transfer

can be calculated by
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whereD 1, andD,, are identically zero for this simple model. For
calculating the turbulent Prandtl number, Birte model of Kays
and Crawford as given by Weigand et 22] has been used.

1
Pr.=
1+CP\/1 (CPg)?| 1 p( ! )
2Pk, \pr. 4 CPe\/Pr..
(10)
. €m
with Pq:PrT (12)
Pr.,=0.85+ b (12)
ftoe = 0. 5 p0.888
PrR% with
and D=100, C=0.3 (13)

The eddy viscositye,, has been calculated using the Nikuradse
mixing length distribution with the van Driest damping factor
[10].

Ju

ay

B y\? y
I—h[0.14 o.oza(ﬁ) o.oe(H

The relatione,,/ €, specifies the ratio of axial to normal thermal
diffusivity. This ratio has been set to one. This is a commonly
used assumptioiisee for exampld12,2]). Note thatu’'®’'=0
whend®/dx=0.

2.2.2 The Explicit Algebraic Heat-Flux (EAHF) ModelThe
model is given in[18,19]. It can be applied for a wide range of
molecular Prandtl numbers. The general form of the EAHF model
is given by:

(14)

em=1°

4
} (15)

"9’ 0 1 kaz[(f +(1-Cyup)@)S,
- —[(2e - [42
cﬁ(i C10 669 m 20 ! K

—
|
ST
@
R
|
=

/k?(~fu ~
Cuy Veel My

Z[C]
3
0
7

where the following abbreviations have been used:

~ k &2
(,Yt:C)\f)\k ;E_(;

k2
Em= Cﬂfﬂ?.

Cy B
f*:(l_fhl)éﬁrwuy fo=(1—e "7AT2

- 3.45 r(n*
\/?q -tan 1—15

0.4 for Pr<0.1
P '

f.=

: 4
C, =
M 0.7
— for Pr=0.1
Pr

10

—  for Pr<0.25
Pr

A+= 3
B for Pr=0.25

k2
RQ:;

and with the constants
c,=0.096, ¢,=0.095 C;,=3.28, C,,=0.4

(21)

(22)

(23)

(24)

(25)

(26)

27)

In the original formulation of the model, one has to solve two

+(1—Cyp) il @ (16) additional partial differential equations fo6q,e,). However, this
MKy approach can be simplified. Therefore, one defines the following
h functionR
wi
?/ee
i=2lx & a7 i

! ' The turbulent Prandtl number relates the eddy viscosity to the

— 1 I turbul_ent heat diffusion and can be written in the following form

wjj = E(JVTJ— f_Xl) (18) by using the Eqs(22)—(23)

For a hydrodynamic fully developed two dimensional flow these
tensors become:

Pr=C,R 2

c,f
with C,=--%£.
chfy

[22] has been used.

_ 1] 0  Juldy

S=3 AélFy 0 (19)
_ 1 0 Jul gy

T2|-quldy O (20)

Now one can calculate the turbulent heat flu¥ég’ andt’ 6’ as

628 / Vol. 124, AUGUST 2002

The equation®? and a, can now be obtained by

# Clk
eg_Prtze

(29)

(30)

For the calculation of the turbulent Prandtl number the model of

(CHY)
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Table 1 Comparison of Nu ,, for laminar flow with the predic-

tions of [13,21]
Pep Nty Error compared to [21]
Analytical Numerical | ((Nuw)n — (Nuoo)a)/(Ntioo)a
Nguyen [13] | Weigand [21] | Present calc. [%)]
)| 8.0054 8.0058 8.0046 -0.0150
2 79165 79164 79114 -0.0632
5 7.7471 7.7468 7.7390 -0.1007
10 7.6306 7.6306 7.6201 -0.1376
20 7.5693 7.5692 7.5564 -0.1691
50 7.5457 7.5456 7.5347 -0.1445
100 7.5419 7.5407 7.5312 -0.1260
1000 7.5407 7.5407 7.5300 -0.1419
Gy=c, f L 32
a=C\Ih_ P’ (32)

3 Results and Discussion

3.1 Numerical Scheme. The energy Eq(8) is a linear par- Fig- 4 Comparison of numerically calculated and analytical

tial differential equation which has been solved by a relaxati
scheme with a typical relaxation parameter of 0.7—0.9, dependi

1000 — — .

= @@ Present calculation ReD = 50000 b
F m--m Present calculation ReD = 100000 b

L — Analytical solution [20] g

100 bl PP A
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déll'usselt number for turbulent flow. Constant Prandtl number

b= 0.72. Grid 513 X 65. Heating: half infinite.

on the used Renumber. The equation is solved by Brandt’'s FAS
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Fig. 2 Comparison of the numerically obtained fluid tempera-
ture at =0 with the analytical solution for a laminar flow. Grid:
257X 65 points. Heating: half infinite.
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Fig. 3 Comparison of the numerically obtained fluid tempera-
ture ®*(y*) with the formula given by Kader [9] for Rep

=13000, Pr=0.025 and Re ,=206.8. Resolution of the grid used
in the computation 2049 X257.

Journal of Heat Transfer

multi-grid method which is described in detail in the Numerical
Recipes[15]. The computational domain is discretised using a
Cartesian grid. The grid is refined by an analytical stretching func-
tion at the wall boundaries and around the temperature disconti-
nuities. All derivatives are discretised by using central finite dif-
ferences. Typical grid sizes range from 28G5 to 2049>513,
depending on the Benumber used. The boundary conditions are
directly applied to the equation, so no wall functions have to be
used.

3.2 Accuracy and Validation. For the validation of the nu-
merical scheme and the grids used in the calculations, compari-
sons have been made between the present calculations and data
available in the literature. Most of the results presented in the
literature are given for laminar flows. To the knowledge of the
authors of the present paper, there is only one paper dealing with
turbulent duct flow with Dirichlet wall boundary conditions and
axial heat conduction effec{0]. Furthermore, these results are
available for a half infinite heated section.

LA B B B R T T T T T

@@ Present calculation Pr = 0.001
-8 Present calculation Pr = 0.002
100 # & Present calculation Pr = 0.004
L A--A Present calculation Pr = 0.02

.. — Analytical solution [20]

. . Lo | . . L
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X

D Pe,

Fig. 5 Comparison of numerically calculated and analytical
Nusselt number for turbulent flow. Constant Reynolds number
Rep,=5000. Grid 513 X 65. Heating: half infinite.
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1000 st — T 90

r 00 Present calculation, grid 257x33 -4 ?

L 31 Present calculation, grid 257x65( | y w

L OO Present calculation, grid 513x65 Nu= — (33)
i Q —— Analytical solution [21] 7 ® m— ®W

100

o For thermally fully developed flow the numerator and denomina-

S tor of Eq.(33) tend to zero, leading to a finite value of the Nusselt
101 -~ number. The prediction of Nuby numerical methods for constant

F f wall temperature boundary conditions is a useful testcase because
[ ] of this behavior in equatioi33). In order to predict Nu accu-
F 1 rately 6000 steps on a single-grid solver have been calculated after
L i C the solution on the multi-grid solver has been converged. The

dor o1 - ! 10 residual was then of the order 6i(1078). In Table 1 a compari-
hPe, son of the numerically obtained values compared to the values
1000 p—————r IR T given in literature is given. As one can see, the numerically ob-
; o0 Prosent calculation, grd 25793] 1 tained values are in excellent agreement with the analytical values
AN &0 Present calcolation, grid 257x65 and the difference is always smaller than 0.2 percent.

<< Present calculation, grid 513x65
— Analytical solution [21]

X

3.2.2 Comparison of Temperature Profiles for Laminar Flow.
In a next step some analytically obtained laminar temperature pro-
files[21]have been compared with numerical calculations. In Fig.
2 the temperature profiles at the middle of the chanpel@) are
shown for different Pelet numbers. The numerical predicted pro-
files are compared with analytical predictions. As it can be seen
from Fig. 2 the numerical predictions are in excellent agreement
with the analytical solution. Furthermore one can see how the
L e influence of axial heat conduction decreases as tislePeumber
ot 01 ! 10 increases.

_4x
hPe,

Nu

Ll

Fig. 6 Comparison of a numerical calculated local Nusselt 3.2.3 Comparison of Temperature Profiles for Turbulent Flow.
number for laminar flow on different grids with an analytical In [9] Kader gives an semiempirical formula for the dimensionless
solution at x/(hPey)>0 (top) and x/(hPe,)<0 (bottom) for  temperature profileé " (n™) in tube or channel flows which holds
Pep=4. Heating: half infinite. for Pr numbers from & 102 to 40x10° and which was validated
against numerous experimental data. As test case a flow with
3.2.1 Comparison of Nu Values for Laminar Flow. The Rey=13000, Pr=0.0025 and Reg=206.8 is used. In Fig. 3 the
validation has been started by a comparison of some analyticallymerical results are plotted against the semiempirical correlation.
obtained Nu numberd13,21]. The definition of the Nusselt num-As it can be seen, the numerical results are in excellent agreement

ber is given by with the given formula and thus with experimental data.
0.00 T ' ] [
Al -
: | J T
-0.25 } =
y/L —0.50 : : =
—0.75 £ : 8 =
100 emae e ' —
0 2 4 6 8 10
4-z/h Pep
Fig. 7 Example of a grid used for the computation for a half infinite heated zone. Temperature jump at X

=0.0. Resolution: 257 X 65 points.
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Fig. 8 Influence of the length of the heated zone on the Nus-

selt Number. Pe ,=400, Pr=0.01, grid 1025 X129. Top:
AXpeat/ DPep=0.00625, bottom: AXpes/ DPep=0.0625.

3.2.4 Comparison of the Nusselt Number for Turbulent Flow. "
Weigand[20] gives an analytical solution of the extended turbu-
lent Graetz problem. The calculations presentel®i have been [
compared with experimental data and other calculations from lit- or
erature and good agreement has been found. The analytical solu- ~u
tion used the isotropic turbulent heat flux model presented in sec-
tion 2.2.1. Two different cases are presentef2id|: The first case
is a variation of the Reynolds number for a constant Prandtl num-

L B e . ey s s s s e B s B s B Ay B

10 __ ©—o No turbulent heat flux model __
L —a Isotropic heat flux model ]
| o—o EAHF heat flux model i
.9©
% ly i

bl e L e e L b 1

0 0.001 0.002 0.003 0.004 0.005 0.006
X

D Pe,,

Fig. 9 Dimensionless temperature gradient at the wall for
AXpeat/ DPep=0.00625, Pep,=400, Pr=0.01 and a grid 1025
X129.
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Fig. 10 Dimensionless wall temperature  ®,, and bulk tempera-
ture @, for AXpey/DPep=0.00625, Pep,=400, Pr=0.01 and a
grid 1025X 129.

ber (Pr=0.72) and the second case is a variation of the Prandtl
number for a constant Reynolds number. Figures 4 and 5 show
direct comparisons of the analytically and the numerically pre-
dicted Nusselt numbers. Again one sees that the numerical predic-
tion is in very good agreement with the analytical solution. Figure
7 shows a typical grid used for the calculations described above.

3.2.5 Grid Independence Studies for the Numerical Solution.
One important criterion for the quality of the numerical solution is
that the solution is independent of the grid. This means that the
solution only varies slightly as the grid is changed. In Figure 6 the

— T T T T T T T T [ T T 7T

o—e Laminar velocity profile

a—a No turbulent heat flux model
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Fig. 11 Influence of the Pe number on the Nu number for a

heated duct with a finite heated zone. Re ;,=40000, grid 1025
X129 (AXpeat/ DPep)=0.025. Top: Pe =40, bottom: Pe ,=4000.
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distribution of the Nusselt number is shown for different gridsumber of 40,000. For the low value of thédRe number of 40
versus an analytical solutid21] for laminar flow. As it can be the distribution of the Nusselt number shows that the whole region
seen a very good agreement between the numerical solution @dtrongly influenced by axial heat conduction effects. The value
the analytical solution can be noticed. Small differences in thaf the Nusselt number near the end of the heated zone is influ-
numerical solution occur only very close xe=0 where the heat- enced by axial heat conduction effects within the heated zone. The
ing section begins. effect of axial heat conduction near the end of the heated zone
tends to decrease the temperature difference between the wall and

3.3 Comparison of the Results of the Turbulent Heat Flux L : :
o 8 - the bulk-temperature, resulting in an increasing value of the Nus-
Models. After validating the present numerical solution tech; P g J

. . ! ; selt number at the end of the heated zone. Similar results have
nigue for several cases, as discussed in the previous chapter,btg n observed by Henneck&] and Weigand23] for the case of
]E_)rt_aselnt chﬁp_trer:' focuseslme;:nly OQ the rtta)su_lts (fjofr a hheated qufrf]%% nstant heat flux at the wall. Additionally it can be noticed that
nite %n?t h es?l resu tz Iaveh. ier? o tzlne df)” e t"(‘j’(? 'h%'e two different turbulent heat flux models result in nearly the
ent turbulent heat flux models which have been discussed In chay e Nysselt number distribution. Furthermore, the obtained Nus-
ter 2.2. The case of a heated zone with a finite length has to

best k led f th h b . . d t number values are nearly identical to the ones calculated for
est knowledge of the present authors, not been investigated Dgz, y,rhylent heat flux. This shows that for this case the effect of
fore for turbulent duct flows with piecewise uniform wall tem-

. > he turbulent heat flux could be ignored. Of course, the effect of
perature. Therefore, the influence of a varying length of the heatgd pioher gradients near the wall of the turbulent velocity profile
zone and the “.”f'“enc.e of the cEPet anq Prandtl number on theresult also in a higher Nusselt number. This effect has to be taken
heat transfer will be discussed in detail. into account as it can be seen from the additional curve included

The influence of the length of the heated zone on the hqpl ig. 11(a). For the higher Réet number of 4000, Fig. 11(b)
transfer characteristics has been investigated for a given value, !

. . sRbws clearly the importance of the turbulent heat flux for this
the Pelet number (Pg=400) and a fixed value of the Prandtl 5o "Also it can be seen that the effect of axial heat conduction is
number (Pr=0.01). Five different values of the non-dimension

mall. The two different turbulent heat flux models under investi-
length ofﬁghe heatesz zone h"j“z’e beerjzcompu(bet(D Fing) gation result only in small differences near the entrance of the
=6.2510°, 1.2510 % 2.510°% 5-10% and 6.2510 %). heated zone. It can be seen that the simple isotropic model seems
The distribution of the resulting Nusselt number in the heatedl he 5 very good approximation of the reality for the cases in-
zone for the two cases/(D Pg,))=6.25-10"2 and 0.0625 are vestigated herein.
shown in Fig. 8. For the small value of the nondimensional heatedpy ysing more sophisticated models for the calculation of the
zone ofx/(D Pg,)=6.25-10"2 the Nusselt number can not reachurbulent heat flux, according to E€6), mixed second derivatives
a fully developed value within the heated zone. Figure 9 and 1 the temperature®®/(J%- 4y) were introduced into the energy
show the distribution of the temperature gradient at the wadyuation. This suggests that mathematically the type of the energy
(90/4yl,) and the dimensionless temperatuf@g and O, for  equation might change from elliptic to hyperbolic. This could hap-
the case discussed in Fig. 8. The figures show how axial h in areas or the complete flow domain. Figure 12 shows a
conduction effects influence the temperature gradient at the bical example for R§=40000 for allX. It can be seen that for
and the bulk temperature near the start and the end of the heaiifbrent values of the Réet number the energy equation attains a
zone. For the larger value of (D Pg,) the influence of the axial hyperbolic character for varying sizes of the domain. The abrupt
heat conduction effects within the heated section vanishes and gignge at Rg=4000 is due to the discontinuity @,, in Eq. (25)
Nusselt number attains the fully developed value within thgy pr=0.1. A very similar result can be obtained also for the
heated section. Figure 8 shows also the difference in Nusselt nugivhylent heat flux model of Younis et 424]. If one would ac-
ber for the different turbulent heat flux models investigated. It caippt the hypothesis that the energy equation should not change its

be seen that both models give nearly the same results. For a befi@iracter, this result could be used for determining the constants
comparison also a calculation for zero turbulent heat flUkBS given in the turbulent heat flux model.

=1-6;, i,j=1,2) has been included. It can be seen that for the

here discussed case of lowdRe numbers the effect of the turbu- .

lent heat flux for liquid metal flows is weak. Figure 11 shows thé Conclusions

effect of a varying Pelet number for a given length of the heated The present investigation has shown numerical calculations for
zone ofx/(D-Pg))=0.025 and a fixed value of the Reynoldshe heat transfer inside a duct with a heated zone of finite length.

1.0 T T
L elliptic yperbolic j
0.5—
g 0.0—
-0.5—
-1.0L . . . A 1 . . . 1 . . . ,
102 103 104 10°

PeD

Fig. 12 Region where the flow is hyperbolic as a function of Pe p for the EAHF model. Re ;=40000, ja=513.
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It has been shown that the effect of axial heat conduction within
the flow will influence the heat transfer for very short heated

li{i?eek Symbols

zones and will have a strong influence for decreasing values of
Peclet number. By using different turbulent heat flux models
could be shown that for the present case the effect of anisotropy
the turbulent heat flux on the heat transfer is small. Furthermore

could be shown that the more sophisticated models for calculatifXneat

X,y = nondimensional coordinates,
X=x/(Pgh), y=y/h

eddy diffusivity, nf/s
nondimensional eddy diffusivity
length of heated section, m
dissipation rate, Ris’

of a
it a

the turbulent heat flux might change the character of the energy € =
equation. Itis not yet clear if this result can be used as a constraint €’ = normalized dissipation rate,” = evlu?
for evaluating the constants for such models. eny = eddy diffusivity in axial direction, fis
enn = eddy diffusivity in normal direction to the flow, s
em = eddy viscosity, rfis
Acknowledgment &n = nondimensional eddy viscosity,,= e, /v
The authors would like to take the opportunity to thank B. €, = dissipation rate of temperzature variance
Younis, City University, UK for several detailed and helpful dis- €g=a(d0/x)(90] ax), m'ls
cussions. v = klnema}tlc ylsco_sny, S
w = dynamic viscosity, kdm 9
p = density, kg/m
Nomenclature ® = nondimensional temperaturel € Ty)/(Te—Tg)
_ e 5 ®, = nondimensional temperature of the unheated liquid
o = spedifc heat af Sonstan prasaure, O = Dulk temperatured = [udy! fudy
p p P ' 0, = wall temperature
Vikg K)- . ®" = nondimensional temperaturel (—T)/T
D = hydraulic diameterD=4h, m — ] T
Dij = i, j component of turbulent eddy dif- _ 6% = temperature variance
fusion tensor, rfls 6°* = normalized temperature variance
h = distance between centerline and the Thx = Shear stress, kg/(n?)s
wall, m . Tnx, = wall shear stress, kgh )
k = heat conductivity, WKm) oy = mean rot. rate tensom = (1/2) (4 / 9%; — Jt; /%))
J_( = turbulent kinetic energy, &n = coordinates in transformed space
k™ = normalized turbulent kinetic energy,
k" =k/u?
| = mixing length, m
n = wall coordinaten=h—y, m
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Transition in Convective Flows
Heated Internally

Masato Nagala The stability of internally heated convective flows in a vertical channel under the influ-

Department of Aeronautics and Astronautics, ence of a pressure gradient and in the limit of small Prandtl number is examined numeri-
Graduate School of Engineering, cally. In each of the cases studied the basic flow, which can have two inflection points,

Kyoto University, loses stability at the critical point identified by the corresponding linear analysis to

Japan two-dimensional states in a Hopf bifurcation. These marginal points determine the linear
. stability curve that identifies the minimum Grashof number (based on the strength of the
Sotos Generalis homogeneous heat source), at which the two-dimensional periodic flow can bifurcate. The

School of Engineering and Applied Sciences, range of stability of the finite amplitude secondary flow is determined by its (linear)
Division of Chemical Engineering and Applied stability against three-dimensional infinitesimal disturbances. By first examining the be-
Chemistry, havior of the eigenvalues as functions of the Floquet parameters in the streamwise and

Aston University, U.K. spanwise directions we show that the secondary flow loses stability also in a Hopf bifur-

e-mail: s.c.generalis@aston.ac.uk cation as the Grashof number increases, indicating that the tertiary flow is quasi-periodic.

Secondly the Eckhaus marginal stability curve, that bounds the domain of stable trans-
verse vortices towards smaller and larger wavenumbers, but does not cause a transition
as the Grashof number increases, is also given for the cases studied in this work.
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Keywords: Channel Flow, Convection, Heat Transfer, Shear Flows, Stability

1 Introduction It is known that in a narrow vertical enclosure heated from the

We consider an incompressible viscous flow in a vertical chaﬁi-de and for large values of the Rayleigh numtiea=Pr Gr in
P ur formulation)a stable vertical temperature gradient develops

216(1 uenndeeorutshle I(;}ifslijr(iebn&i dthZthe;t('JCu?LgreTSsg:g grr:dslg?/te:z\glﬂ\]/vz h 'rf]ergholz[ﬂ) and stability characteristics strongly depend on the
9 Y : Y3/8Ue of the control parameters. The numerical work of the linear

which such a heat source may be produced. Heat released lysis showed that if the vertical stratification exceeds a certain
chemical reactions taking place in the fluid, by currents throu Liue and the Prandtl number is moderébes12.7) transition
electrically conducting fluid solution&Vilkie and Flsherfl_]) and takes place in the form of traveling wavei] aﬁd references
radlc_)act_lve d_ec_ay, are some examples. Th_e case stuc_iled heretﬁg ein). In the experiments ¢1] a uniform vertical temperature
appllcathns n industrial processes Where liquid 1S carried throu rPadient was also assumed throughout the homogeneously heated
ducts while s!multanec_)usly_undergomg convection. In partlc_ul luid. The effects of temperature fluctuations are not taken into
the case studied here is a simple model of a cooling mechanism_f_~

I ; X
the nuclear fusion industry where liquid sodium is used to cool trﬁeggglén;r'lnatgerﬁrrﬁ:t?igt& Zlirlé’vtt);lgcailtre eré?i:gln:a@r%ﬂglgoulr);ecsgrllttsréste d
hot plasma. The limit of vanishing Prandtl number is assumed With the resu)I/ts of the non-linear a)rqert)lysis bf the plane Poiseuille
this work. The effects of temperature fluctuations have been StL* W by Ehrenstein and Kocfg], where it was found that the

:ﬁgllir?zgt\i%?]vg:{ ;Eeasstggﬁirtatgfvrr?ékﬁmgrz gioeggcgjs%feﬁﬁ;ggletﬁree-dimensional flow bifurcating from the lower branch is phase
y locked with the secondary flow. As our studies showed that our

lis and Nagatd2]). ) . -
This Sys%erﬁ g\)lso poses an interesting problem from a ma:%g_rtlary flow is not phase locked with the secondary flow, the
I

. X . i ; ) . . “problem studied in this paper is distinctive from previous non-
em_atlc_al viewpoint. The basic ve_loplty profile has two inflectio near analyses. In the fglo?/ving section we formulloate our prob-
— =R=< ) t . X . .
points if the Reynolds numbd satisfies— Gr/2=<R=0, where Gr lem, and in Section 3 we investigate the linear stability of our

is the Grishof numbe(Gr gives the strength of the internal heaty gsic steady state numerically within the framework of the Cheby-
ing andR measures the magnitude of the ex_ternal pressure gragite, collocation point method analogous to the one used in Wall
ent) and so we can expect the steady basic state to be lineg Nd Nagat#9]. The marginal stability curve is examined against a

unstable, although the Rayleigh instability criteria is applicab .
only to inviscid cases. In fact, we find that this steady basic start%nge of(fixed) values of the Reynolds numbeR (measures the

loses stability in a Hopf bifurcation. We calculate the two- agnitude of the external vertical pressure gradiéivo distinct

. > . . . R ar lected for our nonlinear studi nd in tion 4
dimensional nonlinear wavelike equilibrium states, which are cr§ases O are Seiec ed for our nonlinear studies and in Section 4,

. - - . - e We determine the two-dimensional wavelike equilibrium states
ated at this Hopf bifurcation, and investigate the stability of th'ﬁ/?ich bifurcate from the corresponding basic state through a Hopf

fﬁ : osnedcirr)]/ dg?wffg\,\fh;f (;d;(r)r;eer;sgr;%li"E)er\t/ligbgtlar;s.f Vgﬁu?ggti(t)hgi urcation, while in Section 5 we investigate the linear stability
y y P '5f this secondary periodic flows against three-dimensional pertur-

indicating that the tertiary flow is quasi-periodic. - ; . ) .
The technique adopted in this study is a variation of the one th% tions. In Section 6, we discuss the conclusions of this work.

was pioneered by Busg&8] and by Clever and Busdd] some-
time ago, in conjunction with Rayleigh-Bard convection(see 2 Formulation of the Problem
also Clever and Busgé]). A similar approach has already been

R We consider an incompressible fluid in a vertical channel with
used to analyze convective inclined channel flow heated fromfinite extent and of width B. We apply the Boussinesq approxi-
above and cooled from beloiagata and Busgé]). mation to obtain the equatidns

Contributed by the Heat Transfer Division for publication in tH@UBNAL OF aulgt+u-Vu=—1pVa+gaTi+ vV, (2.1)
HEAT TRANSFER Manuscript received by the Heat Transfer Division July 13, 2001; 5
revision received November 21, 2001. Associate Editor: P. S. Ayyaswamy. dTlot+u-VT=«kVT+q, (2.2)
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V.u=0, (2.3) heating, drives the fluid vertically downwards. Also,<G¥ corre-
) ) sponds to heat being removed from the system. Ej§3) were
for the velocity vectom, pressuren, densityp and temperature ajso derived by Gershuni and Zhukhovitskii0], who subse-

variation from the environmeri, whereq is the volume strength quently investigated the linear stability of the basic flow
of the heat source that generates the basic flowg, the thermal

conductivity, « is the coefficient of thermal expansion,is the Uo=(Gr/60)(5z2*~62°+1). (2.15)

viscosity andg is the acceleration due to gravity. We adopt a Thjs pasic steady state is derived by assuming that the total

reference frame with the origin of the position veatdixed at the 555 flux vanishes across any lateral cross-section of the channel.

mid-channel and takex(y,z) as Cartesian coordinates in theyy comparison and for this work, we have not made the assump-

streamwise, spanwise and normal directions respectively, Wi that the remote ends of the channel are cldaedn[10]) and

corresponding unit vectois j, k. The boundary conditions are  therefore our calculations assume the presence of a constant ver-
u=0, T=0, at z==h (2.4) tical pressure gradient. o o _

Following [6] we separate the veloglty field variations into an

Using h, h?/v andqh?/(2xGr), where Grgaqh®)/(2v°«) is  average partoverx andy-coordinates, and a fluctuating part

the Grashof number, as the units of length, time and temperatyjie,

and choosing a constant vertical pressure gradient Jx ..

= —(2pvU )/ h? (WhereU is the maximum laminar velocity =Ui+u (2.16)

at midchannel for pure Poiseuille flowwe obtain from Egs. \yhere

(2.1-2.3)the following non-dimensional equatioiige two infi- .

nite boundaries are kept at the same reference temperature, which u=dotey, (2.17)

is assumed equal to zeréor the governing Navier-Stokes, heatand we define the total mean flow as

equation and incompressibility equations: R .
. A . N n . S =Uy+U. .
a0/ dt+ug- Va+ G- Vug+0- V= —Va—Gr(r- k)%i+ 6i+ V2u, U=Uo+U (2.18)

(2.5) In Egs.(2.17) ¢,y refers to the poloidal and toroidal part of the
velocity fluctuations respectively(see Chandrasekhad] and

[4]), satisfyingg = ¢y=0, with the overbar denoting an average in

<>

36l dt+ug-VOo+0-VO—2Gr(r k) (0-k)

=Pr {(V¥(To+6)+2Gn, (2.6) thex,y directions. For a recent mathematical proof see Schmitt
and von Wah[12]. The operatorg$,e are of the form(see[4]),
V-0=0, 2.7) 8=N\jdid;— NiA, (2.19)
where we substituted
R 28 8i:8ijk)\kaj ’ (220)
=Up+ . . . . -
U=t th, (2.8) with A=V?2 the Laplacian and=(0,0,1). It is worth pointing out
T=Ty+ 6, (2.9) that the incompressibility condition is satisfied automatically for

. o ) such a decomposition of the velocity field and can therefore be
with 7 the pressure deviation fronr, Pr=v/x is the Prandtl g|iminated from the rest of the analysis. By applying the operators
number andR=(Upah)/v=—h®V7/2v? is the Reynolds num- . ¢. we obtain the following set of equations for the poloidal
ber. Terms that can be written as gradients have been combirg® toroidal part of Eq(2.13):
into the expression fov . In Eq.(2.8) the basic state is given by
the basic velocity profilel,=iUy(z) and in Eq.(2.9) To(2) rep-
resents the basic temperature distribution. In EB8—-2.9),0, 6
represent the velocity and temperature fluctuations. The basic ve-

J 2 4 % 2
EV A=V A,0+Ud, VA0

locity and temperature contributions are obtained from E2j§— = 2UDixp— & {(8p+e)-V(6p+e )},
2.6) when the deviations are ignored and are of the form (2.21)
Uo=(Gr/12(z*—62°+5)+ R(1—7%) (2.10) P A .
To=Gr(1—2%) (2.11) gt de¥ = VPAay=aUlz0p—Udxboy
The boundary conditions for the deviations are the homogeneous —&-{(6p+e)-V(6d+e)}, (2.22)

conditions described in E¢2.4) yvhe_reA2 is the planform Laplacian. The mean flow contribution
=0, 6=0, at z==1. (2.12) s given by

By assuming the limit of vanishing Prandtl numk@r—O0)the aﬁu + 3, A,(9xd,p+ dyih) =3 U (2.23)
fixed temperature conditio=0 at the boundarieszE&E *=1),
yields 6=0, so that the instability mechanism becomes pure > . .
hydrodynamic. The temperature deviation equation is ignored gynotes Ztheé‘zaa\’ggge and is obtained by applying the operator
the remainder of this work, but is discussed elsewfigfeln this  ((@B8/4m) o™ “/g™ “dxdy-) on thex-component of Eq(2.13).
work, therefore, the competing thermal instability is ignored an@/e note that Eqs(2.21-2.23)combined with the assumption of
attention is restricted to the hydrodynamic case governed by tfgnstant vertical pressure gradient are subject to the homogenous
following set of equations: boundary conditions

AUl t+Uug-VO+0-Vug+0-Vi=—-V7+V20. (2.13) ¢p=d¢liz=U=¢=0 at z==x1 (2.24)
V.0=0 (2.14) In the following section the flow with various different values of
) the Reynolds number will be analyzed.
Note that the steady velocity profild,, given by Eq.(2.10), . .
has inflection points in-1<z<1 when —Gr/2<R<0 (for Gr 3 Linear Analysis
>0). For R>0 these inflection points lie outside the channel Squire’s theorem is applicable in the present problem and sub-
width, and forR<—Gr/2, there are no inflection points. Note thasequently for a linear stability analysis of the basic stat&0)we
R<0 corresponds to a pressure gradient which, in the absenceneflect the toroidal pafiy=0) and we setly=0. By additionally

applying the fixed pressure conditigh=0. The overbar
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neglecting the nonlinear terms of E.21) and the mean flow 2000
contribution(2.23) we obtain for the poloidal part g R=4000
EV2A2¢>=V4A2§D— UodV2A 0+ d5UgAzd0¢.  (3.1) F —
) 1000 | \A\
Setting i R=2000
¢=>(z)exgfi a(x—ct)}, (3.2) 500 |-
with « real, we employ the Chebyshev collocation point method - \‘
and in order to take into account the boundary conditions of Eq® O
(2.24)we substitute : =700
N -500 |-
D(2)=2, (1-29)%a,Ty(2), (3.3) s
"o -1000F R=-5772 R=0 Res00
whereT, is thenth order Chebyshev polynomial. Equatit®11) - =-1000
is then evaluated at thid+1 collocation points -1500 |-
z=coq(i+1)m/(N+2)), i=0,...N. -
o000l bl )
The resulting amplitude equations define an algebraic eigenvalu 1 15 2 25 3
problem o
Ax= oBx (3.4) Fig. 2 Phase velocity curves as functions of the wavenumber

« for various values of R, as indicated
in the unknown complex variables,, with A and B, (N+1)

X (N+1) complex matrices. Th@Z method was utilized to solve
the eigenvalue problem of E¢3.4). The real part ofr, o,, de- G
fines the rate of damping or amplification of the disturbances. Tlg
imaginary part ofo, o, defines the phase velocityof the propa-
gating disturbances in the flow, witb=—o;/@. In order to
achieve numerical accuracy of the results a high enough trun
tion numberN must be chosen. It was found thdthad to be

chosen such that the conditidt=39 was satisfied. This value :(ﬁggg?ggigg;) Eggg nf:lﬁral cﬁ?\?e itr:]?:%g alrealr(r%g?;)lways
was chosen for all subsequent calculations in this paper and E respc;nds t’o .a Hépf bifurcation '

consistency with the secondary stability problem, to be addressecf '

in Section 4. Figure 1 shows the neutral curves in(Bea) plane o

for various fixed values of the Reynolds numBewhile in Fig. 2 4 Secondary Equilibrium States

the values of the corresponding phase velocities are provided. Th . . .

corresponding critical Grashof number is the highest value 3J_(El.l Numerical Method. In this section we calculate the non-

r<0), the basic state is unstable below the neutral curve and
table above. It is interesting to note that R+ 5772 the neutral
curve touches Gr0, in agreement with the standard result of
Poiseuille flow (see for example[8]). Note that the critical
rashof and wavenumbers f&®=0 are given by, (Gr a.)

lowed by the linear analysis for the basic flow to retain its laminaj €2+ €quilibrium solutions that are created at the Hopf bifurca-
form. While for R=—1000,~700,—500, ... ,40005772, . .. lon points of the stability curves as predicted by the linear analy-

the basic state is stable for points below the appropriate neut: discussed n ﬂ]e previous section, due to two-dimensional
curve, and unstable for points above the neutral curve,Rfor isturbancedSquire’s Theorem Two different cases were con-

— ; idered in this and the subsequent sections, thos®#$ed and
=—5772(an example of heat being removed from the system 35~ —500. Here we ignore the equation for the toroidal &,

(2.22)) and the spanwise direction and therefore assume #hat
=d,=0, retaining however Eq(2.21) for the poloidal part and

8000 Eq. (2.23)that provides the averagenean)flow contribution
7000 | - 4 Y o2
- EV Aro—V A0 +U0, VAL
6000 |-
5000 - =35Uydx0— 8-{(8p+ey)-V(6p+ey)},
4000 3 4.1)
3000 20+ 0,05 0( 343 ,p+ dyih) = 3, U (4.2)
1G] g We note that Egs(4.1-4.2) combined with the assumption of
2000 constant vertical pressure gradient are subject to the homogeneous
1000 E boundary conditions
oF R=-1000 b=0ploz=U=0 at z=+1 (4.3)
g The nonlinear secondary equilibrium solutions are obtained with
-1000 the aid of the Chebyshev collocation point method, as in the case
i r=700 Of the linear stability analysis of the previous section. We briefly
-2000 & outline the method here. We expamdin terms of the set of
g b bbb b b i) orthogonal functiond
3005 15 2 25 3 ST
o
p= > 2 expima(x—ct}(1-72)?anTy(2),
Fig. 1 Linear stability curves in the Gr, a plane for various m=—e,m#0 n=0
values of R, as indicated (4.4)
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Table 1 Values of the /,-norm for the poloidal part of the velocity field for a sample of the
integer range M, N and for a=1.247, Gr=3500. The total number of the complex coefficients
ap,, in the Fourier expansion of the poloidal part of the velocity fluctuations is also given.

I, - norm (x 10%) M N a,,
0.86858044 3 37 266
0.86857981 3 39 280
0.87483385 4 39 360
0.87832114 5 29 330
0.87952273 5 31 352
0.87904204 5 33 372
0.87915113 5 35 396
0.87914524 5 37 418
0.87914445 5 39 440
while we write The Newton-Raphson iterative method is employed in order to

obtain solutions to the resulting finite system of equations. Steady

- " 2 solutions have been obtained for a variety of values of the
v _n:Eeven Ca(1=2)Th(2), (4.5) Grashof, Reynolds and wave numbers.
n=0

. . . 4.2 Results. In order to establish the required truncation level
for the mean flow distortions, witfT,, the nth order Chebyshev consistent with well converged solutions in our analysis we have
polynomial. For¢ to be real the following conditions must beysed for the secondary equilibrium solutions the vetjemorm,
satisfied by the complex coefficierds,, of Eq. (4.4): which for the complex coefficients,,, is defined as:

a_mn=amn (4.6)

N M
— *
where* denotes complex conjugate. The symmetry of the prob- 12l = ZO me —%m;ﬁo &mnBmn (4.9)

lem allows the imposition of the additional constraints on the ) )
coefficientsa,,,: We present in Table 1 the vectby-norm of Eq.(4.9) for various

12

am,=0 m+n=even 4.7

When Eqgs.(4.4-4.5)are substituted in Eqg4.1-4.2), and the  gqq
resulting equations are multiplied byd27r) [ 3™ *dxexp( yax))

and evaluated a =cos((+1)m7/(N+2)),i=0,... N, while at

the same time are transformed into a moving frame of referen g4,
{X,z,t} moving with speect in the x-direction, such thafx=x
—ct,~z=z,7=t} (and dropping the tilde hereafietthe following
sy_ste(;n of N+1)(2M +1) nonlinear algebraic equations is ob- 44
tained:

R=5772, «=1.02
R=0, 0:=1.247

AijX; + BijXx =0, (4.8) §300 R=500, ¢=1.25
where the matrixd;; and the tensoB;, are functions ofy, Gr, R, i

and the vectorx; has as elements the unknown amplitude™
{@mn,C,Cy}. The operation of transforming into a moving frame
of reference introduces the teard#,V?A,¢ into the system of
equations. Care therefore has to be exercised in dealing with -
phase velocity. In our numerical workhas been allocated a po-
sition in x; that is not reserved foa,,,, for somem,n, saym

=2 and n=1. This is achieved by introducing such that
Im(ayexp(—i2act))=0 and redefining the coefficienta,, T T T T T T
=amnexp(—imact) (dropping the hat hereafterAs mentioned 2000 -1000 O 1000 2000 3000 4000 5000
above we proceed to evaluate the system of Efd—~4.2)at the Gr

N+1 Chebyshev collocation points given by

200 R=-500, 0=1.18

100

LA B By L O N [ N S LN R L BRSNS |

Fig. 3 L,-norm curves as functions of Gr for various values of
zi=coq(i+1)w/(N+2)), i=0,...N. R and the wavenumber «, as indicated

638 / Vol. 124, AUGUST 2002 Transactions of the ASME

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



470

465

460

455

450

0445

440

435

430

425

250

LA ARARS AAARE LERRE CRSNE RRSNY RRERE RENE RARRE RRRRE |

L l A L L
2850

L l L 1 L L l L L L
2900 2950
Gr

L l L i i
3000

L I
3050

Fig. 4 Phase velocity curves as functions of Gr for a=1.247,
R=0. Linear analysis predictions are given by the solid line,
while the dashed curve represents the phase velocity values

for the nonlinear periodic equilibrium state bifurcating from the
laminar state at Gr ,=2906.3637.

values ofm, n for the complex coefficienta,,,. The correspond-

300

250

200

(D150

100

50

\NLLALN LALANLIL N LI N [N I N (LS N LN |

Fig. 6 Total mean flow (U) profile for various Grashof num-
bers and for a fixed wavenumber @=1.62 and Reynolds number
R=-—500, Gr=1550, 1600, 1650, and 1800, as indicated. B rep-
resents the basic flow contribution.

to nonlinear effects. In order to visualize the nature of the steady

ing number of unknown coefficients are also presented there. Rutions the total flow, disturbance and fluctuating stream func-

note that the corresponding wave number is fixedaatl.247

tions are shown in Fig. 5, for the nonlinear staie1.247, Gr

with Gr=3500. Well converged secondary solutions have been/000. From Fig. 5(athe flow is seen to be characterized by a
obtained forN=39, M=5. These two parameter values wereequence of transverse vortices aligned along the vertical axis.

therefore retained for this wortand for consistency with the lin-

ear case).

In Fig. 3 we present thb-norm as a function of Gr for various

The addition of the disturbancﬁf)dz to the fluctuating stream
function creates a “snake”-like wavy motion, oscillating between
positive and negative values of the horizontal coordizates can

d@fferent value; .ofR: —500, 0, 500, 5772. While the latter WO he seen in Fig. 5(b). This meandering effect is present in Fi), 5
bifurcate subcritically the former two correspond to supercriticg{pere the total flow contribution is depicted. Similar effects for
Hopf bifurcations. We also present in Fig. 4 the phase velocity §$e total flow contribution were observed [8] in the case of

a function of the Grashof number f6t=0, «=1.247, and Show pyiseyille flow. It is worth mentioning that in the zero mass flux

the deviations from the values predicted by the linear theory, d

Vi

.

(%] o
T T T T

==

-
T

Fig. 5 The stream function of (a) the vvelocity fluctuations
dpldx, (b) the disturbance d¢/dx+[%,Udz, and (c) the total

flow, ¢9¢Iz?x+fz_10dz, for the secondary state a=1.247, Gr
=7000, R=0

Journal of Heat Transfer

H&sic state case ¢fL0], primary instabilities only were consid-
ered. Consequently they were only able to predict the shape of the
pattern produced by the two-dimensioriaecondary)flow pre-
sented here. The finite value Prandtl number case has been con-
sidered by the authors recently in a separate Watkin Fig. 6 we
show the total mean supercritical flow, an important quantity for
comparisons with laboratory work, plotted against the channel
width, for the nonlinear equilibrium state characterized by
a=1.62 and for various values of Gr.

5 Instabilities of the Secondary Flow

We now study the linear stability of the secondary flow, in order
to identify possible bifurcation points for the tertiary flow. In this
section we have restricted ourselves to examining the stability of
the flow with two values for the Reynolds numbgr=0, —500.

As Squire’s theorem is not applicable in this case we cannot re-
strict ourselves to two dimensions and therefore we superimpose
three-dimensionalsolenoidal) infinitesimal disturbances on the

secondary flowJi+ U in the form
U=06p+ey (5.1)

and we seek to numerically evaluate their corresponding growth
rateso. Disturbances withr, <0 will indicate a stable solution,
while for o, =0 we have neutral stability and possibility of bifur-
cation for the tertiary flow. As there is no explicit dependence on
y,t and the dependence onis periodic we assume a periodic
dependence on the first two coordinates. Three-dimensional solu-
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Table 2 Values of the real, o,,, and imaginary, o,

parts of the most dangerous eigenvalue

o, for a

sample of the integer range 4 =<M=38, 21<N=51. Here a=1.25, Gr=2910, Pr= R=0. The value of the param-

eters {d,b} is fixed at {a/4,1.0}, respectively. X, represents the number of the unknown

tion coefficients.

(complex) perturba-

X, N M o, o,

308 21 3 4.8594122744 1.77233578302
396 21 4 4.87370354231 1.76854456194
660 21 7 4.8736823588 1.76855020079
748 21 8 4.87368235757 1.76855020038
816 23 8 -2.00251223878 3.68337061264
884 25 8 -1.97427450192 3.67830947034
1020 29 8 -2.00254877652 3.68677267093
576 31 4 -1.99699850387 3.68519277836
1088 31 8 -1.99699906625 3.68519293591

648 35 4 -2.00340703417 3.68711433805
1224 35 8 -2.00340843439 3.68711474207
880 39 5 -2.00407080983 3.68731489128
1360 39 8 -2.00407081905 | 3.68731499112
1056 47 5 -2.00407040272 3.68731486633
1632 47 8 -2.00407039951 3.68731487224
1144 51 5 -2.00407039685 3.68731485776
1768 51 8 -2.00407040048 3.68731487387

tions that bifurcate from the corresponding neutral stability points order to derive the corresponding equations for the disturbance
are computed via linear secondary stability theory, as describedkigg {q) \p} we replace ¢, i}, by {p+ ¢, i+ l/,} in Egs.(2.21—

the following section. 2.22)and subtract the equations for the secondary soluiens,

while at the same time we ignore terms that are nonlinear in the

5.1 Numerical Method . We denote the complex disturbance”
dlsturbances arriving at:

on ¢, by o, z/f respectively and we set:

© %

gb E 2 explima(x—ct)+id(x—ct)+iby+ ot}

m=-—w n=0

%VZAZE/':—V“AZE/BJr Ua,V2A,%
(5.2) = 3208203+ 00, V20,0 8- {( 80+ 1)V (80)
+(8¢)-V(8+ep)}, (5.5)

X(l—ZZ) amnTn(Z)v
Y= > > exgima(x—ct)+id(x—ct)+iby+ ot} ;

=—-»n=0 ~ ~
- — Ao~ VA,
X (1= 22)byTn(2), (5.3) a
=0,U8,3,9—Ud,A i+ cahoi

—&-{(6p+ ) (V(6h)+(68)-V(6p+e )}
at z=+1. (5.4) (5.6)

with T, the nth order Chebyshev polynomial and the boundary
conditions:

b=dplaz=4=0
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. e : Fig. 8 Real part of the leading eigenvalue o4, as a function of
Fig. 7 Stability of transverse traveling waves for the case of -
R=0. The stable region is bounded by the Eckhaus and Hopf d for a=1.247, Gr=2908, and for fixed values of the parameter
(labeled by o (Oscillatory )) curves. Various Eckhaus curves are b as indicated
presented depending on the maximum growth obtained for
various values of the parameter d: (a) d=0.00001, (b) d
=0.006, (c) d=0.01, and (d) d=0.02. L represents the linear
stability curve. 2000

T

As the value ofd?+b? will be assumed to be different from zero 1990

for the rest of the analysis, there are no contributions to the mea
flow.
When we substitute Eqg5.2-5.3)into Egs.(5.5-5.6), intro-

duce the new coefficientd,,,=amexp(—imact—icdt), by, &
=b,exp(—imact—icdt), (dropping the second- hereafter) 1700
and operate by b/4n?) [2™3dx[3™ P dyexp(— ot—iby
—i(yax+dx))-) the following eigenvalue problem for the ei-
genvalue results: 1600
1500

in the unknown complex variabld,,,,bmnt represented by, .
The real 2(M+1)(N+1) matricesQ;;,R;; are functions of the
real parameterd, b, the wavenumbew, the parameter Gr and the 1400b——tu Ly Ly L0 b by

LU L B L L Y L B Y L

amplitudes of the steady state solutifa,,,,bnn,Cn}. We then 14 15 1'6a 17 18 19

proceed to evaluate E¢.7) at theN+ 1 Chebyshev collocation

points given by Fig. 9 Stability of transverse traveling waves for the case R
z=cog(i+1)ml(N+2)), i=0,...N. =—500. The stable region is bounded by the Eckhaus and Hopf

(labeled by o (Osgillatory ) curves. Various Eckhaus curves are
We have used here the same truncation level as that of the ﬁag-isoirg‘\?glSgsi??r']”egpg:‘aﬂéerr“axg‘%g‘) Eclj'th/hlgb(Sg)erd éolf ©
ceding section. Equation.7) are solved with the use of the V3" < : sarll, D) =52,
NAG subroutine FO2BJF. Typically the dimension of the veator d=0.08, and (d) d=0.04. L represents the linear stability curve.

is twice as large as the dimension of the vectofor the trunca-
tion level employed, as comparison between Tables 1 and, 2 . . .
shows. In Tabl% 2ythe behaviorpof the leading eigenvalyefor a haus and Hopf bifurcation curves. For the Eckhaus curve, which
samplé of the integer range<Vi<8, 21<N<51 and for the bounds the area of the stable transverse traveling waves towards
secondary state=1.25, Gr=2190, F;rﬁ=0 is also given. As larger and lower wavenurr_lbertg=0. A number of Eckhaus
can be verified from Table 2 low is not sufficient to resolve the CUrves are plotted, depending on the value of the paranteter
qualitative behavior of the eigenvalue problem and even tI%everal values of the Grashof number were studied and the maxi-

wrong sign can be obtained if the number of Chebyshev polynBlu_m real part of the eigenvalue was evaluated. The value of Gr
mials employed is not sufficiently large. which determines the boundary of the curve was calculated by

We note that in all cases examined the symmetry relatioﬁgfrpol?tion' d . h boundaries f . | f th
oy (0,d) =0y (b,=d) (b fixed), oy (b,d)=0y(=b,d) (d n order to determine such boundaries for a given value of the

fixed), were always observed. Our results, described in some &ashof number that characterizes a secondary solution, we deter-
tail below, show that in all cases examined the most unstald"® the elgen_value of E_q.(5.7) as af_unc_tlon of the parameters
mode alw:':lys takes place @t a ,d. We examined a variety of combinations of the relevant pa-

rameters, where a large number of eigenvalues was investigated
5.2 Results:R=0 Case. In Fig. 7 we present the stability for wavenumbers in the range 1.28¢<1.255. In order to de-
range of transverse traveling vortices. It is bounded by the Eclermine the value ob for which the maximum growth rates, ,
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will occur, we fix the value ofd to the one for which the maxi- and spatial structures of the transverse vortices, were analyzed in
mum value ofo, was observed for a given valuelofand we then detail. Finally we studied the stability of the secondary flow, by
examineo, as a function ofb. A sample of the calculations is applying the Floquet theory. We superimposed the general type of
given in Fig. 8. Here we provide the real part of the leadinghree-dimensional perturbations on the secondary equilibrium
eigenvalueo;, oy, , as a function ofl for fixed values ob and  states for the casé®=0 andR=—500, where their primary bi-
for the casen=1.247, Gr=2908. Even though a finite value fokyrcation is supercritical. The stability ranges were found to be
tshgr%a;amﬁgﬁlé N has been assumed in this work, curves in Figyoynded by the Eckhaus and Hopf bifurcation curves. We ob-
Concyentrating on the results presented in Fig. 8, we see thatsgéved that the Eckhaus curve bounded the range of stable sec-
ondary flow towards larger and smaller wavenumbers. Several

the value of the parametérvaries the real part oy, crosses the . ; -
. C (Eckhaus) stability curves were established depending on the
d/« axis. Because this eigenvalue hag+ 0 at the zero growth alue ofd for the case®R—0 andR= —500. It was found that, in

(r:&cl)tril?i?lgéavlvri;(zhae ﬂﬂggﬁ'frnrcﬂ%rjéﬁsgﬁ S?(')anczj't-rrahr:;%cé:r;f:vc eneral, with increasing value df the sideband stability region
ying as increased. The stability boundary of the secondary flow to-

ing wave shows that a bifurcation to a spatially periodic flow W'twards larger values of Gr was established via a Hopf bifurcation
two frequencies in time appears. The three-dimensional flow Birve, indicating that the secondary flow is quasi-periodic. In the
therefore quasi-periodic in time. Finally, as can be seen from Fi \se ’of an incl?ned convective chZ’;nneI hecsltted f?om abéve and
8, maximum growth rates were observedderna/5,n=1,4, for [\ S0 below6], the basic velocity profile is anti-symmetric
a fixed value of 0.4b~0.6. -
about the mid-plane of the channel. The preferred three-
5.3 Results:R=—500 Case. In Fig. 9 we present the stabil- dimensional flow in these cases is steady. When the basic velocity
ity range of transverse traveling vortices. It is again bounded Ipyofile is symmetric, as the cases studied in this work, nonlinear
the Eckhaus and Hopf bifurcation curves. For the Eckhaus cunafalyses are currently available only for the case of Poiseuille
as beforeb=0. As in the case foR=0 a number of curves are flow, where it was found that the tertiary flow bifurcating from the
plotted, depending on the value @f for which maximum growth lower branch is phase locked with the secondary f[@k The
was observed. results obtained in this paper with the symmetric basic velocity
In order to determine such boundaries for a given value of thofile are distinctive since we established that our tertiary flow is
Grashof number that characterizes a secondary solution, we deggtasi-periodic. The extension of the current work to the more
mine the eigenvalue of Eq. (5.7) as a function of the parametersrealistic case of finite Prandtl number, including comparisons with
b,d. We examined a variety of combinations of the relevant pavailable experimental observations has been attempted and will
rameters, where a large number of eigenvalues was investigalbedpresented separatgB/].
for wavenumbers in the range £m=<1.9. In order to determine
the value ofb for which the maximum growth ratey,, will
occur, we fix the value ofl to the one for which the maximum References
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& This paper treats the buoyant convection in a layer of boron oxide, called a liquid encap-

Nancy Ma sulant, which lies above a layer of a molten compound semiconductor (melt) between cold
Assoc. Mem. ASME and hot vertical walls in a rectangular container with a steady vertical magnetic field B.
e-mail: nancy ﬁwa@nésu edu The magnetic field provides an electromagnetic (EM) damping of the molten semiconduc-
Assistant Professor of Mechanical tor which is an excellent electrical conductor but has no direct effect on the motion of the
and Aerospace Engineering liquid encapsulant. The temperature gradient drives counter clockwise circulations in
Department of Mechanicai both the melt and encapsulant. These circulations alone would lead to positive and nega-
and Aerospace Engineering tive values of the horizontal velocity in the encapsulant and melt, respectively, near the
North Carolina State Universityy interface. The competition between the two buoyant convections determines the direction
Campus Box 7910’ of the horizontal velocity of the interface. For5 T, there is significant EM damping of
Raleigh, NC 27695 the melt motion and the encapsulant drives a positive interfacial velocity and a small
' clockwise circulation in the melt. For a much weaker field®1 T, the maximum velocity
in the melt is hundreds of times larger than that of the encapsulant, thus causing nearly all
the encapsulant to circulate in the clockwise directiodOl: 10.1115/1.1473141

Keywords: Crystal Growth, Heat Transfer, Magnetohydrodynamics, Modeling

Introduction indium melt, and the indium and phosphorus fuse to form the
compound InP. A layer of boron oxide {B;) encapsulates the

There are many fluid flows that occur during semiconduct%elt to prevent escape of the volatile componédL. A single

crystal growth. The physi_cal understanding of these f'OV.VS is k ¥ysta| seed is lowered through the encapsulant which initiates
to the development of optimal crystal growth systems. Since m

icond I lectrical d olidification and crystal growth begins in the presence of an
ten semiconductors are excellent electrical conductors, a magnglea mga|ly-applied magnetic field. This is an extremely important

field can _be _use_d to_control the melt motion in order to control ﬂ'ﬁrocess because it was the first to produce 8-cm diameter twin-
d_opant dls_trlbL_ltlon in the crystal, which dgpends on the CONVefrae indium-phosphide crystals, and was accomplished by using
tive and'dlﬁuswt_e transport of the dopant in the melt. E|eC”°”'Fnagnetic stabilizatiofi4,5]. Morton et al[6] presented a model
and optical devices are manufactured on single-crystal wafg§sdopant transport during the MLEC process. Previous research-
sliced from ingots of semiconductors crystals. Since the perfairs have investigated the effect of a steady magnetic field on
mance of any device depends strongly on the uniformity of the,oyant convection in rectangular enclosurgs9]. In particular,
local dopant concentration in the wafer on which it is produced, Achaar et al[7] and Garandet et a]8] treated two-dimensional
major objective during the solidification of any semiconductor iBuoyant convection in a rectangular enclosure with a vertical
to minimize dopant segregation in the crystal. With recent mantnagnetic field. Previous research which has treated systems that
facturing advances, millions of devices are now produced onhave liquid encapsulation have neglected any coupling between
single wafer, so that the need for a uniform dopant concentratitite buoyant convections in the molten semiconductor and in the
in the wafer has dramatically increased. Hurle and Sdrds liquid encapsulant and assumed that the liquid encapsulant is stag-
Walker[2], and Walker and M3] reviewed the literature on the nant[10,11]. The steady magnetic field provides an electromag-
use of magnetic fields during the bulk growth of semiconductaretic damping of the molten semiconductor, which has a large
crystals. electrical conductivity o, but has no direct effect on the

At each stage during the growth of a crystal by any procesglectrically-insulating boron oxide. The magnetic field has an in-
there are infinitely many different ways to tailor the strength andirect effect on the buoyant convection in the boron oxide through
configuration of the externally applied magnetic field, the rotatiotiie coupling of its motion through the encapsulant-melt interface.
rates of the crystal and crucible, the distribution of the heat flux In the present paper, we treat a model problem which captures
into the melt, the radiative and conductive heat losses from thertain aspects of the coupling between the buoyant convections
melt, etc., so that process optimization through trial-and-error ei-the liquid encapsulant and in the molten semiconductor with a
perimental crystal growth is not practical. Understanding of mesteady vertical magnetic field. Our model problem assumes that
motion and development of models which accurately predict th&) the geometry is rectangular and not axisymmet@g there is
dopant distribution in an entire crystal for any combination ofio solidification of the semiconductor crystal, a3 the thermal
process variables are needed to facilitate process optimizationPoundary conditions are different from those in the liquid-

During the magnetic liquid encapsulated Czochral8kiLEC) encaps_ulated Czochralskl process. Our mc_JdeI does |r_1clude the
growth of compound semiconductor crystals, such as indiuf@Ssential physical phenomena that occurs in the coupling of the
phosphide, phosphoric gas is bubbled at high pressure throughbé'ﬁyam convections during MLEC crystal growth.

Problem Formulation
Contributed by the Heat Transfer Division for publication in th®URNAL OF . . . . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division July 7, 2001; This paper treats the two-dimensional buoyant convection in
revision received February 28, 2002. Associate Editor: K. S. Ball. two layers of fluid with a molten semiconduct@melt) encapsu-
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1 ity in the melt isU=0.1571, 0.006284 or 0.00006284 m/s ®r
=0.1, 0.5, or 5T, respectively. The thermophysical properties of
InP and BO; are provided in Table 1.

The electric current in the melt produces an induced magnetic
field which is superimposed upon the applied magnetic field pro-
duced by the external magnet. The characteristic ratio of the in-
duced to applied magnetic field strengths is the magnetic Rey-

cold| oxide hot
g nolds number, R,=u,cUL, where u, is the magnetic

~ > v permeability of the melt. For all crystal-growth processBg,
9 By melt <1 and the additional magnetic fields produced by the electric
o n currents in the melt are negligible.
In the Navier-Stokes equation for the melt, the characteristic
S ratio of the electromagnetiEM) body force term to the inertial

terms is the interaction parametbis= O'BZL/pU, which varies as

B*. In the energy equation, the characteristic ratio of the convec-
Fig. 1 Two-dimensional problem with a liquid encapsulant and tive to conductive heat transfer is the thermatieenumber, Pe
molten semiconductor with a uniform, steady, vertical mag- =pcpUL/k, wherec, and k are the specific heat and thermal
netic field By and with coordinates normalized by the distance conductivity of the melt, respectively. For a sufficiently strong
between the hot and cold vertical walls. magnetic field,N is large, and Reis small, so that the inertial

terms and the convective heat transfer terms are negligible. In a
recent study, Ma and Walk¢f4] investigated the role of inertia

lated by a layer of boron oxide in a steady vertical magnetic fiemhd convective heat transfer on the buoyant convection during
BY. Here,B is the magnetic flux density whileandy are the unit MLEC growth, and determined the errors associated with the ne-
vectors for the Cartesian coordinate system. Our dimensionlegsct of inertial effects or of convective heat transfer for field
problem is sketched in Fig. 1. The coordinates and lengths ateengths between O and 0.9T. For MLEC growth of indium
normalized by the horizontal length of the melt or boron oXigde phosphide, they found that inertia and convective heat transfer
so thata and (y-«) are the dimensionless depths of the melt ansignificantly affect the buoyant convection wh&=0.1T for
boron oxide, respectively. Along=0 andx=1, the liquids are whichN=1.037 and Pe=277.3. As the magnetic field strength is
maintained at temperaturég, and T,,, respectively, wherel, increased from this value, the interaction parameter increases as
>T,.. The boundaries ag=0 andy=y are thermal insulators. B* and the thermal Réet number decreases Bs?, so that the
Here, the fluid flows are driven by the temperature difference satios of the inertial force to the EM body force and of convective
that the characteristic velocities for the buoyant convection in theat transfer to conductive heat transfer decrease. Ma and Walker

melt[12]and in the encapsulant are [14] found that the error due to neglect of inertial effects is only
B(AT) 2.7 percent foB=0.2T whereN=16.59 and Pe=69.33, and is
U= P9PA T (1a) totally negligible forB=0.5T, while the error due to neglect of
oB* convective heat transfer is less than 4 percenB®10.43T. In-
9B(AT)L? c_Iusion of inert_ia and c_onvective heat tra_nsfer for weak magnetic
Ue:Pee—’ (1b) field strengths is a straightforward extension of the present model,
Me and will be included in future studies.

respectively, whereXT)=T,— T, is the characteristic tempera- For the encapsulant, the characteristic ratio of the inertial force
ture difference, ang is gravitational acceleration. Herg,and g (0 the viscous force is the Reynolds number-fgUcl/u. and the
are the density and volumetric thermal expansion coefficient garacteristic ratio of the convective to conductlve_heat transfer is
the melt whilep,, 8., andu, are the density, volumetric thermal P&e= PeCpeUel/Ke, Wherec,, andk, are the specific heat and
expansion coefficient and dynamic viscosity of the encapsulaffiermal conductivity of the encapsulant, respectively. For boron
With (AT) =50 K andL =5 cm[13], the characteristic velocity in ©Xide, Re=0.108 so that inertial terms are negligible. For boron
the encapsulant i§l,=0.0141 m/s while the characteristic veloc-0Xd€, the thermal Riet number based on our choice for the
characteristic velocityJ, is Pg.=1003. From our study, we find
that the dimensionless velocities in the encapsulant are extremely
small, i.e., they vary from roughly I0 to 10 %, so that the

Table 1 Thermophysical properties of InP and B ,04 effective thermal Belet number is PE effoctive PQe‘I'e,max- Since

PQe effeciive< 1, CONvective heat transfer in the encapsulant is
Property InP B0, negligible.
The steady-state solutions for pure conduction are
Viscosity (Paes) 8.19x10* 10
= =1 —1<¢<
Specific heat (J/kg*K) 424 1864.3 and
Thermal conductivity 22.8 2.0 —1ls9s<1 or —1sy=<l1, (2b)
(W/meK) whereT is the deviation of the dimensional temperature in the
o melt from T, normalized by AT), andT, is the deviation of the
Volumetric thermal 4.44x10™ 0.75x10° dimensional temperature in the encapsulant fibpnormalized
) o B by (AT). Here, é=2x—1, n=—-1+2yla and y=(2y—vy
expansion coefficient (K') —a)/(y—a) are rescaled coordinates so thal<é<+1, —1
. . . s=gp=+1and—1sy<+1.
Electrical conductivity 7x10 0 For the present plane recirculating flow in the melt, the condi-
5/ tion of zero net electric current in thedirection implies that the
(5/m) electric field is zero[7]. The only non-zero component of the
644 | Vol. 124, AUGUST 2002 Transactions of the ASME
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electric current density, normalized lyUB, is given by Ohm’s

Ma=po(—dI/dT)(AT)L/ue?, whereT is the interfacial ten-

law, j,=u, wherev(&, ) =uX+uvYy is the dimensionless velocity sion of the encapsulant-melt interface. There is no published data

in the melt normalized by.

on the tension of an interface between a liquid semiconductor and

For an inertialess flow, the buoyant convection in the moltefioron oxide. If we use the values f for a liquid-silicon free

semiconductor is governed by

surface, which are certainly much larger than those for an
encapsulant-melt interface, we find thélta,=0.00516 for our

0_u + E &_v -0 (3a) typical process.
9 adn A Chebyshev spectral collocation method was used to solve
5 5 Egs. (3)-(6) for ¢ and i, with Gauss-Lobatto collocation points
0= ‘9_p,u+ 2 (‘9 vy 19 ”) (3) N & »andy. In an asymptotic solution for Hal, the melt is
o0& H& | 982 " o? W ' divided into(1) an inviscid core(2) parallel layers which have an
13 > (o 1 8 Ax=0(Ha 3 thickness adjacent to the walls &= +1 and
== » ST+ — (_l; += _02) (3¢) which carry anO(Ha"?) flow, and (3) Hartmann layers which
adn Ha® | 98 o a7 have anAy=0(Ha ') thickness and which carry a@(Ha %)
2 oy o flow. We use a.sufficie.nt number of collocation points to resolve
u=— —, p=-2-—, (3d) the large velocity gradients nedr=*+1 and to resolve the Hart-
adn 23 mann layers ay=+ 1. The number of collocation points in each

irection in both the melt and the encapsulant were increased until

wherep is the deviation of the pressure from the hydrostatic pre% h )
sure normalized bypgB(AT)L, and ¢ is the dimensionless the results were independent of these numbers. The required num-
' ber of collocation points increased Bsvas increased in order to

streamfunction in the melt normalized jL, T in the buoyancy . h

term is given by Eq.(2a). The motion of the electrically- "€S0lve the gradients in the boundary layers. For example for
conducting melt and the externally applied magnetic field driveg0-2T with «=0.3 andy=0.5666, the difference in the maxi-

an induced electric current in the melt in taedirection. This Mum values of the streamfunctions both in the melt and in the
current in turn provides an electromagnetic body foreeik encapsulant are each less than 1 percent. Here, we compare the

which opposes the horizontal melt motion as reflected in(&aj. results for the numerical results with 71, 51, and 26 collocation
Here, the Hartmann number H&8 L (o/ 1) Y?is the square root of points and with 36, 36, and 16 collocation points in tey, and

the ratio of the electromagnetic body force to the viscous forcﬁ,gggggons’ resgectlwely. FoBb:O.S;I' V\Ill'th ?:0'3’. ?nd Y |
where u is the dynamic viscosity of the molten semiconductor. __~* » We used a larger number of coflocation points, namely,

For an inertialess flow, the buoyant convection in the encaps{t 81 and 31 in the, #, and directions, respectively.
lant is governed by

Results
JdUg 1 v, . e - .
(7_+ — (?—=O, (4a) Prior to solidification in the liquid-encapsulated Czochralski
¢ (y—a) dx process, the axisymmetric melt is entirely encapsulated by the
2 2 boron oxide. A single crystal seed is lowered to the surface of the
dPe 2 |J°Ug 1 d°Ug ne AT ;
0=——+ A2l 22 T o= 2l (4b)  melt which initiates solidification. The crystal grows into the melt
9& 9& (y=a)® dx until the desired diameter is reached, and the crystal has a flat top.
2 2 When the desired diameter is reached, the crystal is pulled verti-
1 dp 2 |7, 1 Ve . . ;
=—— — 4T+ nZl e +——5——|, (4c) cally upward through the layer of encapsulant. During this period
(y—a) dny Hat | o¢ (y—a)® dx of time, the encapsulant’s depth increases because the growing
2 gy i crystal displaces the encapsulant that lies above it. Once the flat
Ue= —2 pe=—2—, (4d) top of the crystal is pulled out of the encapsulant, the encapsu-
(y—a) dx ¢ lant’s depth is constant and the melt’s depth continues to decrease

whereve(, x) = Uk +v,¥ is the dimensionless velocity in the en-due to solidification. The purpose of the present paper is to illus-
capsulant normalized by, pe, is the deviation of the pressuretrate the degree of coupling for various magnetic field strengths so
from the hydrostatic pressure normalized pyU,/L, and . is W€ Only present results far=0.3 andy=0.5666. _

the dimensionless streamfunction in the encapsulant normalizedVith the cold and hot walls at the left and right, respectively,
by UL, while T, in the buoyancy term is given by E¢b). the temperature gradient drives counterclockwise circulations in

We apply the no-slip and no-penetration conditions along tf9th the melt and the encapsulant. These circulations alone would
walls até=—1, é=+1, n=—1 andy=+1. For our flat inter- '€ad to positive and negative values wfn the encapsulant and

face, the no-slip and no-penetration conditions are

A |
U(ED= T HRUL(E -1),  for —1<¢<+1, (59) 012 v
® ! B=02T
0.1
v(&,+1)=0, for —1<sé<+1, (5b) ———— —/w
ve(£,-1)=0, for —l=¢=+1. o) 0 B0t \
Here, N y=peBe/(pB) and N, = ue/p. With boron oxide and < 0.06 4 )
molten indium-phosphide) ;=0.10235 and\,=12210. The - B=05T \
stress is continuous across the interface so that 0.04 & pV
au IUe 002 L BT ‘/_A\
J— = - — —l1<E£E< . N p o=
5y(§'+1) \g He& Y (£,-1), for —1<¢<+1 ! W
(6) 04
-1.5 - -0.5 0 05 1 15
Here we neglect gradients of the interfacial tension due to grad £

ents of the temperature or of dopant concentration along the
encapsulant-melt interface. A measure of the effects of interfaci@y. 2 Interfacial shear stress

o,y versus &for B=0.2,0.3, 0.5,
tension gradients is the Marangoni number for the encapsulaatd 1 T
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Fig. 5 Streamlines in the encapsulant  ¢.(&,x) for B=05T

melt, respectively, near the interface. Therefore the shear stress
oyy at the interface is always positive, i.e., a force to the left on
the bottom of the encapsulant and an equal force to the right on
the top of the melt. The competition between the two buoyant
convections, reflected by the continuity ofand of o,, at the
interface, determines whether at the interface is positive or
negative. A positive value would reflect dominance by the encap-
sulant circulation, resulting in a clockwise circulation in the melt
near the interface. A negative interfacialwould reflect domi-
nance by the melt circulation, resulting in a clockwise circulation
in the encapsulant near the interface. For all the cases considered
here except foB=5T, the interfacialu is negative, reflecting
dominance by the buoyant convection in the melt, but this domi-
nance decreases dramatically as the magnetic field strength is in-
creased. FoB=5T, the encapsulant has a slight dominance
which drives a positive interfacial.

In Fig. 2, we present the dimensional interfacial shear stress for
various magnetic field strengths. FB=0.2T, the buoyant con-
vection in the melt is relatively strong and produces a relatively
large shear stress to the left on the bottom of the encapsulant. As
the magnetic field strength is increased, the magnitude of the
buoyant convection in the melt decreases roughlas, as re-
flected by our choice for the characteristic melt velocity in Eq.
(1a). However, there is a jump macross a Hartmann layer with
anO(Ha 1) thickness adjacent to the encapsulant-melt interface,
so that the interfacial shear stress decreases rougBy since
the melt velocity varies aB~2 and the locay derivative varies as
B. The effect of the EM damping is reflected in the dramatic
decrease of the maximum magnitude of the melt velocity with
increasing field strength which is presented in Fig. 3 for<tB2
<5T. The maximum magnitude of the melt's velocity is
0.006593 m/s foB=0.2T and is 0.00001156 m/s f@=5T.

For B=5T, the maximum and minimum dimensionless
streamfunctions in the melt and in the encapsulant are 0.01133
and 2.53X10°5, respectively, and the streamlines are plotted in
Figs. 4(a)and 4(b). For this strong field, there is a significant
electromagneti¢dEM) damping of the flow, and the velocities in
the two fluids are roughly the same order of magnitude where the
maximum magnitude of the melt's velocity is 2.4 times larger than
that of the encapsulant. The buoyant convection in the encapsulant
drives a positive interfacial velocity in the melt and a clockwise
circulation inside the Hartmann layer along=+1. u=0.146
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Fig. 6 Streamlines in the encapsulant  ¢.(&,x) for B=04T

along the interface at=0. The interfacial shear stress of the
slow-moving melt decreases the velocity of the encapsulant t
does not drive flow in the opposite direction.

When the magnetic field strength is decreasedBBte0.5T,
there is significantly less EM damping of the melt motion and th
velocity of the melt is much larger. The circulation in the melt i
entirely counterclockwise witlu<0 along the interface. FoB
=0.5T, the maximum magnitude of the melt's velocity is

0.001467 m/s and of the encapsulant’s velocity is 0.00000231)

m/s, as shown in Fig. 5. The melt drives two small clockwise cel
in the encapsulant &= =1 adjacent to the interface but the bulk
of the encapsulant flows towards the hot walfat+ 1. The shear
stress curve foB=0.5T in Fig. 2 helps to explain this phenom-
ena. The interfacial shear stress is equal to zer§=at-1, in-
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Fig. 7 Streamlines in the encapsulant  ¢.(&,x) for B=0.3 T
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Fig. 8 Streamlines for B=0.2 T: (&) (& n), and (b) (£, x)

value of about 0.0031 Pa in the middle. The two opposing cells
are centered near the locations where the interfacial shear stress is
maximum.

ForB=0.4T, we present the streamlines in the encapsulant in
Fig. 6. The minimum and maximum streamfunctions in the encap-
sulant are—1.74x10 ¢ and 9.32X10°8, respectively, while the
maximum streamfunction in the melt is 0.01168. Bx0.4T,
the maximum magnitude of the melt's velocity is 0.002149 m/s
which is 1014 times larger than that of the encapsulant. The inter-
facial shear stress is larger than that B>+ 0.5T so that the two
cells in the encapsulant §& =1 have grown, as shown in Fig. 6.
The larger interfacial shear stress provides a force which reverses
the flow along the entire interface.

For B=0.3T, the streamlines in the encapsulant are presented
in Fig. 7. The maximum magnitude of the melt’s velocity is

AUGUST 2002, Vol. 124 / 647
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0.0033984 m/s which is 689 times larger than that of the encagomenclature

sulant. The larger interfacial shear stress, as shown in Fig. 2 for

B=0.3T, causes nearly half of the encapsulant’s flow to reverse B
its direction. Here, the minimum and maximum streamfunctions Cp
in the encapsulant are-6.74x10 ® and 3.58X10 %, respec- Cpe
tively, while the maximum streamfunction in the melt is 0.01135. Hg

When the field strength is decreased furtheBte 0.2T, the
maximum streamfunction in the melt is 0.01134 and the minimum
and maximum streamfunctions in the encapsulant arg.1l

iz

x107° and 6.37X1077, respectively, as shown in Figs(@ and P8e,effective=

8(b). The maximum magnitude of the velocity in the melt is 617

times that of the encapsulant and the interfacial shear stress shown ¥
in Fig. 2 has increased to 0.098 Pa in the middle of the fluids. This V¢
causes most of the encapsulant to circulate in the clockwise direc-W ¢ max

tion with two small counterclockwise circulations in the top of the k
encapsulant adjacent to the cold and hot walls. Ke
The melt's flow clearly has a significant effect on the encapsu- L
lant’s flow except for strong magnetic fields. However, the encap-  Ma,
sulant has virtually no effect on the melt motion. To illustrate this N
point, we solved the equations governing the melt motion, i.e., p
Egs. (3a) through(3d), with a rigid boundary ay=+1 so that
we appliedu(¢,+1)=0 instead of boundary conditioriSa) and
(6). In fact, when the maximum velocities with the encapsulant Pe
and with the rigid boundary are plotted together versus magnetic
field strength in Fig. 3, the difference in the velocities are
indistinguishable. Pq
The key parameter is)\(gl)\#)Ha2 in Eq. (5a). As long as Pe
(A g/\,)HE<1, u(&,+1) is roughly zero. X g/\ ,)Ha? only be- R
comesO(1) when Ha is very large. Then, as shown in Fi¢g)4 T—
for B=5T, u of the interface and of the melt in part of the
interface’s Hartmann layer are positive. However, forsHa the T
Hartmann layer matches any jump inwith only an O(Ha 1) -I-C
effect on the core flow through the Hartmann conditiop N
=+Ha gu./9x, wherec denotes an inviscid core region. Thus T
onceB is large enough that the two convections are comparable, 3
and the encapsulant’s buoyant convection produces a positive in- u
terfacial u, the Hartmann layer is so thin that the effect of the e
positive interfacialu is negligible. ForB=5T, the u(¢(=0,
n=+1)=+0.1457 m/s. UU
e
v
Ve
Conclusions X
The temperature gradient drives counter clockwise circulations %.9.2
in both the melt and encapsulant. These circulations alone would "’
lead to positive and negative values of the horizontal velocity in 3;

the encapsulant and melt, respectively, near the interface. The

magnetic flux density

specific heat of the melt

specific heat of the encapsulant

gravitational acceleration

Hartmann number

z component of the electric current density in the
melt

effective thermal Pelet number for the encapsu-
lant

dimensionless streamfunction in the melt
dimensionless streamfunction in the encapsulant
dimensionless streamfunction in the encapsulant
thermal conductivity of the melt

thermal conductivity of the encapsulant
horizontal length of the melt or of the encapsulant
Marangoni number for the encapsulant
interaction parameter

deviation of the dimensional pressure in the melt
from the hydrostatic pressure normalized by
PYB(AT)L

deviation of the dimensional pressure in the en-
capsulant from the hydrostatic pressure normal-
ized by weUe/L

thermal Pelet number for the melt

thermal Pelet number for the encapsulant
magnetic Reynolds number

deviation of the dimensional temperature in the
melt from T, normalized by AT)

constant uniform temperature of the cold wall
deviation of the dimensional temperature in the
encapsulant fronT, normalized by AT)

constant uniform temperature of the hot wall
dimensionless horizontal velocity in the melt
dimensionless horizontal velocity in the encapsu-
lant

characteristic velocity for the melt

characteristic velocity for the encapsulant
dimensionless vertical velocity in the melt
dimensionless vertical velocity in the encapsulant
dimensionless horizontal coordinate in the melt or
in the encapsulant

unit vectors in the Cartesian coordinate system
dimensionless vertical coordinate

dimensionless transverse coordinate

competition between the two buoyant convections determines tBeeek Symbols

direction of the horizontal velocity of the interface. FBE=5T,
there is significant EM damping of the melt motion and the en-
capsulant drives a positive interfacial velocity and a small clock-
wise circulation in the melt. For a much weaker fi@e0.1T,

the maximum velocity in the melt is hundreds of times larger than
that of the encapsulant, thus causing nearly all the encapsulant to X
circulate in the clockwise direction.

In the present study, the encapsulant has virtually no effect ofAT)
the melt motion except for very strong magnetic field strengths.
Therefore, the implications for MLEC crystal growth are that the 77
encapsulant-melt interface can be treated as a rigid boundary for 7V

1o
B
Be =

crystal growth in a steady vertical magnetic field with a planar I' =
interface. Ng =
N, =
w=
Me =
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dimensionless depth of the melt

volumetric thermal expansion coefficient for the melt
volumetric thermal expansion coefficient for the en-
capsulant

rescaled dimensionless vertical coordinate in the en-
capsulant

characteristic temperature difference equalTq (

7Tc)

rescaled dimensionless vertical coordinate in the melt
dimensionless depth of the melt and encapsulant
interfacial surface tension

ratio of peBe t0 pB

ratio of encapsulant’s viscosity to the melt’s viscosity
dynamic viscosity of the melt

dynamic viscosity of the encapsulant

density of the melt

density of the encapsulant

electrical conductivity of the melt

rescaled dimensionless horizontal coordinate in the
melt or in the encapsulant
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Buoyancy-Driven Flow Transitions
in Deep Cavities Heated
From Below

Chunmei Xia
e-mail: cxia@ecn.purdue.edu A numerical investigation has been conducted of flow transitions in deep three-
. dimensional cavities heated from below. The first critical Rayleigh number, Relow
Jayathi Y. Murthy which the flow is at rest, and the second critical Rayleigh numbey, Rfar transition
e-mail: jmurthy@ecn.purdue.edu from steady state to oscillatory flow, have been found for cavities of aspect ratios Ar in the
range 5. Transition to chaos has also been examined for these cases. The results show
School of Mechanical Engineering, that Rg=3583, 2.545¢10" and 5.5x10° and Rg, =4.07x10°, 1.65x10° and 1.30
Purdue University, x107 for aspect ratios of 1, 2, and 5 respectively. The route to chaos(ReRodic)
West Lafayete, IN 47907 — QP,(Quasi-periodic with two incommensurate frequengiesQ P;(Quasi-periodic
with three incommensurate frequengiesN (Chaotic for Ar=1 with the Rayleigh
number varying from 4.0¥10° to 4.89x1C°. The route is RPeriodic)
— P, (Periodic doubling— 1 (Intermitten— P (Periodic)— N (Chaotic) for Ar=2 over
a Ra range of 1.6510° to 1.83x10°. The interval between periodic and chaotic flow is
very short for Ar=5. [DOI: 10.1115/1.1481356
Keywords: Cavities, Enclosure Flows, Heat Transfer, Modeling, Natural Convection
Introduction cal regimes include: a periodic regime with one fundamental fre-

Rayleigh-Beard convection in cavities is a classical problengqency ©); a subharmonic regime, also known as a period dou-

and is important in a variety of engineering applications such fﬁ'ng regime P,,), which contains frequencies which are one-half

solar collector design, passive energy storage, crystal growth, edr:iozd)icorreo?ni;aq(%algt()ervr\fit:hdfr? ir?cf:ctrrfmoenngslzfelugef?eueunggéi:squiiée
in emerging micro-manufacturing techniques such as LIGAINn P 9 n q P

B . . : locking (L) when the two frequencies i@ P, lock into a constant
the past several decades, intensive theoretical, experimental, ?"T‘l%nal ratio; intermittancél) which results from the collision of

numerical studies have been done, especially for infinite horizofs: ) X e
tal layers and relatively shallow cavities. The process of flow bf: §tab|e$ and an unstabl&; and finally, the nonperiodic or cha-

; e 2 o .“otic regime (N). Rg, has been found to be around 30,000 to
furcation and transition is governed by several critical Raylei 960 for the 3.5 2.1x1 box for Pr=2.5[8.11]
numbers. Below the first critical Rayleigh number; Réne fluid is ! h - for th T f X d
at rest and heat transfer is only due to conduction. Steady st él' ere are many routes for the transition from steady state to
convective flows can be observed as Ra becomes larger than aos. Three main routes that lead to chaos have been classified
For Rayleigh numbers beyond the second critical valuge, Raere and investigated. The Ruelle-Takens-Newhouse scerjdi,

is a transition from steady state to time-dependent flow. If tl'ﬁh'cfhb?e‘ry tt)g r:e_p[ﬁse'gn_ad %Pm_’QPZ_I’ﬁQé]mVOI"eﬁ trhre_i
Rayleigh number is increased further, transition to chaos is o opt bilurcations, the eigénbaum seque , @ scenario |

served Which an infinite cascade of period doublingsibharmonic bifur-

The various flow patterns encountered during transition &ptions) Ifaadsd :ﬁ clg\aos, may be_"represen_teozll Wﬁ?} P2
chaos are most commonly characterized by their power spectrum, 4 - " and the Foau-iianneviiie scenarifl4], which in-
In addition, Lyapunov exponenf@] and the correlation dimen- volves flow mtermlttenc_y(l), resulting from combinations of
sion[3] have also been used to distinguish the various attract ble and gnstable stationary attractors. GO”_Ub anc_i Be_[%pn_
quantitatively. Rahas been determined to be 1708 for an infinitf2und four kinds of routes in their experiments: quasi-periodicity
layer[4,5], and is independent of the Prandtl number Pr. DiaMis ‘ind phha_lss |°Ck't?g for tt:lel_bo; of 16427.727.9 mm agﬁ Pr
numerically calculated Rédor closed cavities with a linear tem- — 2 Whic 'and eaym gflze E.SHP]?QEZHLHNB su ?jr'
perature distribution on the lateral walls and with different aspeftnic (period doubling)bifurcations for the same box and Pr

; =2.5, which can be expressed&s>P— P,— P,—N; three fre-
ratios. There are several steady flow pattedenoted byS) past . ! 24 '
Ra. As mentioned in Ref[6], these include zig-zag, cross-roll,dueéncies for Pr:5, which can be expressed 8s-P(—QP,)

Eckhaus, oscillatory, knot and skewed varicose instabilities, de:QPa—N: and intermittent noise which was observed for a box

pending on the geometry of the enclosure and the Prandtl num 614'66X28'8|'|5Xf11'93 ”;]m and Prs. Bucchignani andf Stella
Gollub and Bensoii7] found experimentally that the mean flowl10] numerically found the route aS—P—P,—P,—N for a_
pattern in a box of 16.4227.72x7.9 mm is of the T type (2 domain of 3.5X2.1X1 and Pr=2.5, which agreed with experi-
parallel rolls whose axis are parallel to the short edge of the bgRental results[7] and the route asS—P—-QP,—L—QP;

; ; P;)—N for a domain of 2.4>4.2X1 and Pr=5. Mukut-
tom) up to Rg . Stella and Bucchignafn8] found numerically the X(_.’Q 3 .
configﬁratior?to be Z in a box of g.5><2.1><1 with Pr=2.5,yand moni and Yang[11] numerically found the route to b&—P

the soft-roll configuration in a box of 2:41.2x1 with Pr=5, —P2—QP—N for the domain of 3.52.1x1 and Pr=2.5. Le-

Mukutmoni and Yand9] also found a I configuration numeri- ©Ng €t al-[15,16] experimentally and numerically investigated
cally in a box of 3.5X2.1x1. The flow may experience SeVer‘,jubuoyant convection in a bottom-heated cubical cavity with a lin-

temporal regimes after Réefore it becomes chaoti6,10]. Typi- ear temperature profile on the sidewalls. Three different inclina-
' T tion angles were considered. Experimental results of the average

Nusselt numbers on the hot and cold face were shown for Ray-
Contributed by the Heat Transfer Division for publication in th®URNAL OF Y

HEAT TRANSFER Manuscript received by the Heat Transfer Division May 18, 2001|,eigh n.umbers from 1‘bt0.108- . .
revision received March 7, 2002. Associate Editor: M. Faghri. In this paper we investigate numerically the flow behaviors and
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transitions in deep closed cavities at.5. The published litera-
ture primarily addresses shallow cavities because viscous wall g y
fects have widely been assumed to dominate in deep caviti
damping convection. The present work closes this gap in the ¢
isting literature. A second-order finite volume scheme is used
investigate the transition from quiescent flow to chaos, and critic

; o . < T="T.
Rayleigh numbers and the path of transition are identified. (cold wall) et
=y
. . (hot wall)
Governing Equations
Three-dimensional incompressible flow of a Newtonian fluid i
assumed for the purposes of this paper. The Boussinesq appre
mation is made to model buoyancy. The computational doms :
under consideration is shown in Fig. 1. The bottom wall is the h
wall and the top wall is the cold wall. All the side walls are
adiabatic. Defining the following dimensionless quantities
— T="Ty~ (Ty— Tx/L
X=x/h (on all four sidewalls)
Y=y/h ) N . .
Fig. 2 Natural convection in cubical cavity
Z=z/h
t* =t-a/h?
U=uhl/a Table 1 Calculated average Nusselt number and relative error
for steady flow
V=vhl/a
Ra ¢=0° Error @=45° Error »=90° Error
W=wh/«a -
10 hot 1.209 2.97% 1.606 0.50% 1518  0.13%
P= ph2/pa2 cold 1.193 4.25% 1.588 1.61% 1.500 1.32%
4x10*  hot 2.017 0.05% 2.589 1.13% 2467 556%
0:(T_TC)/(Th_TC) cold 1.996 1.10% 2.565 0.20% 2443 454%
. . . . X 10° hot 3.640  3.73% 3.608 332% 3207 355%
The corresponding dimensionless equations may be written as cold 3943 0.69% 3577 2.43% 3193 3.10%
o N 10°  hot 6.635 3.95%
Continuity: V-V=0 cold 6616 3.65%
X-M um: 2o 9. (VU P pryv2y
-Momentum: +V. =——=+Pr
at* (VU) axX
FAY R IP Table 2 Calculated average Nusselt number and relative error
Y-Momentum: o +V-(VV)=— v +Pr-V2V+Ra Po for unsteady flow
Ra @=0° Error @=45° Error @=90° Error
JW - JP
Z-Momentum: —t V. (VW) = —+4 Pr.VZW 10°  hot 8.300 5.29% 9.296  5.19%
ot Jz cold 8360  6.05% 9280  5.01%
10" hot 1844 537% 13.88  6.93%
cold 1845 543%  13.80 6.32%
y 105 hot 2831 5.67%
I cold 2837 5.90%
1
T
L]
1
|
1
| h
1
1
1
1
1
1
fomm-t-- X
/
’
// Ty
d
d . ' )
z Fig. 3 2T configuration for a box of 16.42 X27.72X7.9 mm
(isolines of vertical velocity at horizontal middle plane for Ra
Fig. 1 Calculation domain =3X10% Pr=2.5)
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80 Ar=h/d

60 1 ——Present work
—-s— Gollub-Benson
—x— Stella-Bucchignani

Boundary Conditions. The boundary conditions for the
problem are

40 -

20 1 Bottom wall: 6=1, U=V=W=0

20 ] % 3 Upper wall: =0, U=V=W=0

240 -

-60

-80 T y T T ; T
0 0.5 1 1.5 2 25 3 3.5

Fig. 4 Comparison with Gollub-Benson [7] and Stella-
Bucchignani [8] (V velocity along Y at X=1.651 and Z=0.875
for Ra= 3X10%, Pr=2.5)

60 T T ™

— Davis
A 4 Present work

00 1 2 3 4 5 6

1/Ar

Fig. 5 Comparison of Ra | with Davis [4]

Table 3 Maximum U velocity along the line at  Y=0.125 and Z
=0.125 for Ar= 2.0, Pr=2.5, and Ra=1.63X10° with different

mesh densities
Mesh ml0 ml5 m20 m25 m30 m40 @

w1037 1226 18.59 19.19 19.23 19.37

Table 4 Critical Rayleigh number for different aspect ratios

Ar=1 Ar=2 Ar=5 §
Ra; 3.583x10> _ 2.543x10*  5.5x10°
Ray 4.07x10° 1.65x10° 1.30x10’
a0 -
Energy: — +V-(VO)=V29
The nondimensional parameters governing the problem are the

Rayleigh number Ra, the Prandtl number Pr and the aspect ratio
Ar, which are defined as:

gB(Th—To)h®

Ra=
Vo
Pr= v Fig. 6 Steady state flow pattern for Ar =1: (a) Ra=2X10% (b)
a Ra=10%; and (¢) Ra=2X10°.
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Fig. 7 Flow behavior at Ra =4.07X10° for Ar= 1: (a) U velocity

variation with time at point  (X=0.7,Y=0.7,Z=0.7), Ar=1; and  Fig. 8 Flow behavior at Ra =4.275X10° for Ar= 1: (a) U veloc-

(b) Corresponding power spectrum. ity variation with time at point (X=0.7,Y=0.7,Z=0.7), Ar=1,
and (b) corresponding power spectrum.

a6
Side walls: —=0, U=V=W=0 .
on ' crete equations summed over all cells are reduced by at least three

orders of magnitude. In addition, the absolute normalized mass
imbalance summed over all celisee[18]) is decreased below

For the purposes of this study, the Prandtl number is fixed at 28y-3 The same criterion is used for steady-state computations
Three different aspect ratios, Arl, 2, and 5, are considered. ' y P ’

Evaluation of Critical Rayleigh Numbers. To find the first
critical Rayleigh number Ra steady simulations were done start-
. ing with a Rayleigh number range across which the transition
Numerical Method occurs, and using a bisection algorithm to detect the critical Ray-

A brief description of the numerical method is given here; ddeigh number. These computations were started from an initial
tails may be found in Mathur and MurthyL7]. An unstructured guess of zero velocity and a uniform temperature field with
finite volume method is used. The calculation domain is divided te 0. To detect motion, three vertical lines in the domain were
arbitrary unstructured polyhedral control volumes. A co-locatetteated at X=0.25/Ar,Y =0.25/Ar), (X=0.5/Ar,Y=0.5/Ar) and
formulation is used, with velocity, pressure and temperature bei(g=0.75/Ar,Y=0.75/Ar) and the steady temperature profiles on
stored at cell centroids. The governing equations are integratbése lines were plotted. When Ra is lower than, Rlae tempera-
over the control volume to yield algebraic equations balancirtgre variation along these lines is strictly linear. ForRg , the
incoming convective and diffusive fluxes with generation insideemperature along the three lines departs from linearity quite sub-
the control volume. A second-order upwind scheme is used fstantially. Using bisection, Ravas determined to an accuracy of
both the momentum and energy equations. For fluid flow, a deetter than 1 percent.
quential pressure-based algorithm, SIMPIB], is used. The un-  To find the second critical Rayleigh number Raunsteady
steady formulation is also second-order accurate. The flow aflows were computed using the steady state results fronafine
energy equations are solved sequentially, using Picard iteration fieitial condition. TheU velocity variation with time at pointX
non-linearity and coupling. At any time step, the solution is con=0.7/Ar,Y=0.7/Ar,Z=0.7) was recorded. The power spectrum
sidered converged when normalized absolute residuals in the dithe frequencies contained in the signal was obtained to deter-
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Fig. 10 Flow behavior at Ra =4.68X10° for Ar= 1: (a) U veloc-
ity variation with time at point (X=0.7,Y=0.7,Z=0.7), Ar=1;

Fig. 9 Flow behavior at Ra =4.48X10° for Ar= 1: (a) U velocity and (b) corresponding power spectrum

variation with time at point (X=0.7,Y=0.7,Z=0.7), Ar=1; and
(b) corresponding power spectrum.

when Ra is equal or higher than®10When unsteady calculations

mine the nature of the transition. Again, the bisection method wi§re necessary, we used a time stetf =3.17x10"* for Ra
used to determine Rao an accuracy of better than 1 percent. =10°, At*=1x10"* for Ra=10" and At*=3.17x10"° for
. . . . .. Ra=1C%. These values were arrived at by preliminary computa-
Comparison with Previous Work. = To establish the validity iong 1o ensure that the error is within 3—4 percent. If is possible
of the numerical method, three different bottom-driven naturgha finer meshes would yield more accurate results, but time and
convection problems were computed, and results were compagggh,ntational resources do not allow further refinement, espe-
to published numerical and experimental data. cially for unsteady flows.

Natural Convection in Inclined Cube.Leong et al[15]stud- ~ The numerical results show that fer=0 deg andy =45 deg,
ied natural convection in an air-filed cube with two opposinghe flow inside the cavity is steady when Ra is below a6d that
isothermal faces and the remaining four sides having a linear tethe flow becomes unsteady when Ra is abové; 1for ¢
perature variation from the cold face to the hot face, as shown 190 deg, the flow is steady when Ra is below’ Hhd becomes
Fig. 2. They reported experimental values of the Nusselt numhatisteady when Ra is above"1(For steady flow, the calculated
for three different inclinationse =0 deg (hot/cold face horizon- values of the average Nusselt number for the cold and hot faces
tal), ¢ =90 deg(hot/cold face vertical and ¢ =45 deg(hot/cold and the error relative to the experimental results for the cold face
face inclined at 45 deg), with 1 percent accuracy and 95 percent shown in Table 1. From Table 1, we can see that the average
confidence. Nusselt number for the cold and hot faces are very close to each
We varied the mesh density to obtain an optimal mesh. A meskher, and the relative error is less than 5 percent for almost all the
of 30x30x30 gives an error in the average Nusselt number ghses.
3.10 percent compared to the experimental resultspfe90 deg The unsteady flow we solved here includes=0deg (Ra
and Ra=10°; and a mesh of 8080x40 gives an error of 3.65 =10f), ¢=45 deg(Ra=10° and Ra=10") and ¢=90 deg(Ra
percent forg=90 deg and Ra%(®. As a compromise between =10 and Ra=10f). We used the cold face temperature and zero
accuracy and efficiency, we used a3B80x30 mesh for the cases velocity as the initial conditions for all the above cases. We re-
when Ra is equal or lower than 3,0and an 80>80x40 mesh corded the variation of the average heat flux on the hot and cold
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Fig. 11 Flow behavior at Ra =4.80%X10° for Ar= 1: (a) U veloc- .
ity variation with time at point (X=0.7,Y=0.7,7=0.7), Ar=1;
and (b) corresponding power spectrum.
faces with time. The average Nusselt number reported is the av-
erage value of the spatially averaged Nu for the cold or the hot
face at different time steps. The calculated values of the average
Nusselt number for the cold and hot faces and the relative error
with respect to the given experimental results for the cold face are
shown in Table 2. The relative error is less than 7 percent for all
the cases.
Bottom-Driven Natural Convection in Shallow CavitiesCal-
culations for a domain of 3X%2.1x1 with Pr=2.5 and Ra=3

X 10* were performed using the method described, and compared

with the experimental data of Gollub and Beng@hand with the ©

numerical calculations of Stella and Bucchignf#. As in[7,8],

a 2T configuration was found. This is shown in Fig. 3, which

shows contours of thel velocity on the plane 0Z=0.5. Quanti- Fig. 12 Steady state flow pattern for Ar =2 (a) Ra=3X10*; (b)
tative comparison of thdJ velocity on the lineY=1.651,Z Ra=1.22X10° and (c) Ra=1.62X10°

=0.875 with[7,8] are shown in Fig. 4. The velocity computed
here falls between the Gollub and Benddn and the Stella and
Bucchignani[8] results.

Evaluation of Accuracy. A number of calculations were
Computation ofRa for Rectangular Cavities. For cavities done with varying mesh densities to establish the numerical accu-

with square cross section and linear temperature distribution tacy of the calculations done here. Computed values of the maxi-

the lateral side walls, we calculated,Rar different aspect ratios mum U velocity along the line aty=0.125 andZ=0.125 are

and compared them with the results of Da$, as shown in Fig. shown in Table 3 for Ar=2.0, Pr=2.5, and Ra=1.63x10°, where

5. The comparison with theory is quite good. m10 means length being divided into 10 cells and length h being
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Fig. 13 Flow behavior at Ra =1.65X10° for Ar= 2: (a) U veloc- (b)

ity variation with time at point ~ (X=0.35,Y=0.35,2=0.7), Al Fjg 14 Flow behavior at Ra =1.67X10° for Ar= 2: (a) U veloc-

=2; and (b) corresponding power spectrum. ity variation with time at point  (X=0.35,Y=0.35,7=0.7), Ar
=2; and (b) corresponding power spectrum.

divided into 10-Ar cells; meshe®l5, m20, and so on are to be
similarly interpreted. We see that a mesh of&DX60 gives an g(a)is 1T configuration. There is only one roll in the cavity, with
error in the maximum velocity of 0.7 percent compared to a 4@e fluid rising up along one vertical wall and flowing down the
X 4080 computation. Similar tests were done for other aspegther. For higher Rayleigh numbers, & 2onfiguration is encoun-
ratios. Since our interest is in finding the critical Rayleigh numwered, as seen in Fig. 6(b). For yet higher Ra, a soft roll configu-
bers and the range of Ra for the transitions is of the same ordefagon, such as that shown in Fig(ch, is encountered. Here again,
Ra,, we use the same mesh size used in the steady state calctHare are two rolls, but the axes of the two rolls are not parallel.
tions. The final mesh size is 3B0X30 for Ar=1, 30X30X60 The flow transitions to a periodic regime based on the third con-
for Ar=2 and 25>25X125 for Ar=5. When unsteady calcula- figuration.
tions are necessary, we use a time stép=2.61x10"* for Ar Figures 7—11 illustrate the flow transitions from the periodic to
=1 and Ar=2, andAt* =5.23x10"° for Ar=5. These time-step the chaotic regime. Paf&) in these figures shows the velocity
values were chosen from the time-step independence studies aadation with time at pointX=0.7,Y=0.7,Z=0.7); part(b) pre-
yield an error in the maximum velocity of under 1 percent. sents the corresponding power spectrum. Figure 7 shows the be-
havior for Ra=4.07x10°. A single fundamental nondimensional
frequency/f; = 14.5, is found. The main frequency of the periodic
Results flow increases as Ra increased. Figure 8 suggests a quasi-periodic
Critical Rayleigh numbers for the three aspect ratios invest?iiglmg Zsf5a4.27xf£()/5fXV|th tgvo |ncommepsgrate frec;u;encrlles:
gated here are listed in Table 4. The behavior for each aspect r Herl fréqjeng.lcénquc}ner%t.s 1333'9;?18 tia;zéggrfaliip ;:;r’
Is described below. X 10°, as shown in Fig. 9(b), three peaks with significant ampli-
Aspect Ratio Ar=1. For Ar=1, Ra has been found to be tude are seen, at; =0.14, f5=0.92, andf}=10.7. Although
3583 and Rais 4.07x10°. The steady state flow pattern for Rathere are other visible frequencies in the power spectrum, their
>Rg exhibits three distinct configurations before the flow beamplitudes are one order smaller than the amplitude of the main
comes time-dependent. Fig. 6 shows contours oftlvelocity on frequencies. The regime may thus be classified @Pa regime.
the planeZ= 0.5 for three values of Ra between,Rad Rg . Fig. Figure 10, corresponding to Ra}.68x10°, shows some of the
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Fig. 15 Flow behavior at Ra =1.69X10° for Ar= 2: (a) U veloc- Fig. 16 Flow behavior at Ra =1.71X 10° for Ar= 2: (a) U veloc-
ity variation with time at point (X=0.35,Y=0.35,2=0.7), Ar ity variation with time e_lt point (X=0.35,Y=0.35,Z=0.7), Ar
=2 and (b) corresponding power spectrum. =2; and (b) corresponding power spectrum.

characteristics of chaotic flow. Several peaks in the frequency
spectrum may be identified; however, the difference in amplitude2 as Ra=1.65x1(°. The fundamental nondimensional fre-
between the main frequencies and the other frequencies has di‘?éncyf’{ is 6.8. A subharmonic cascade mechanism has been
creased. The flow becomes che_totlc by=Ra89x10°. The routes detected when Ra£67x1(P. The fundamental frequency be-
to chaos may be expressed 86»P— QP,—QP;—N. comes 9.2 with a second frequency of 4.6, as shown in Fig. 14.
) . Flow intermittency is detected by Ral.69x10°, where the flow
Aspect Ratio Ar=2. For Ar=2, the numerical results Show hecomes steady, as in Fig. 15. This is seen in the extremely low
that Ra=2.545x10" and Rg=1.65Xx1C°. As in the case of Ar amplitude in Fig. 15(b). The flow becomes periodic again at Ra
=1, the steady state flow exhibits three main patterns before_ity 71«16 with one fundamental frequendy as 11.1, as in

becomes time-dependent. Contours of Mevelocity on the _. .
middle planeZ=0.5 are shown in Fig. 12 for three RayleighF'g' 16. When Ra:1.83><1(_)6_, the floyv.becomes chaotic, as
numbers between Rand Rg . Figure 12(ashows a T configu- shown in Fig. 17. The transition route B:—P,—|—P—N.
ration at Ra=3x 10*, with the flow rising up one vertical wall )
and falling along the opposite wall. As the Rayleigh number is ASPect Ratio Ar=5. For Ar=5, Ra=5.5x10, and Rg
increased to Ra%.22x1(P, the one-roll configuration persists, = 1.30X10". As in the case of Ar< and Ar=2, three main flow

but the location of the roll has shifted so that the flow rises upatterns have been found for steady state. AEB&x10°, a
along the corner and falls along the opposite corner. For yet highte-roll configuration similar to that in Fig. (& has been found.

Ra, a two-roll configuration is encountered. At Ra62x10°, ~The flow pattern for Ra2x 10° is similar to that in Fig. 1@).

for example, the two-roll configuration consists of flow rising upWhen Ra=8x1(P, the one-roll pattern becomes twisted. The
wards along two adjacent corners and fall along the opposifigw becomes time-dependent based on this configuration. The
face. The flow transitions to periodic flow based on this configuransition to chaos happens over an extremely short Ra range,
ration. making it difficult to reconstruct in detail. The flow becomes un-

Figure 13 shows the beginning of the periodic regime for Asteady as Ra%.30x10’ and becomes chaotic shortly thereafter.

Journal of Heat Transfer AUGUST 2002, Vol. 124 / 657

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



100 : \ ‘ ‘ gate open cavities of interest in micro-manufacturing processes
such as LIGA for the high Prandtl numbers relevant to these pro-

cesses.
50
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-50} Nomenclature
Ar = Aspect ratio,=h/d
d = Width of cavity, m
-100 : : : : f = Frequency, Hz
0 0.05 01, 0I5 02 025 f* = Nondimensional frequency
t =to/h h = Depth of cavity, m
(@) p = Pressure, Pa
P = Nondimensional pressure
4 Pr = Prandtl number
10 ‘ ‘ ‘ Ra = Rayleigh number
Rg = First critical Rayleigh number
Ra, = Second critical Rayleigh number
10° t = Time, s
t* = Nondimensional time
3 T = Temperature, K
g ., T, = Cold wall temperature, K
210 3 T, = Hot wall temperature, K
E u = Velocity component irk-direction, m/s
U = Nondimensional velocity component iadirection
10't i v = Velocity component iry-direction, m/s
V = Nondimensional velocity component yndirection
V = Nondimensional velocity vector
o w = Velocity component irg-direction, m/s
100 3 10 15 20 W = nondimensional velocity component &direction
=1 X = nond!mens!onal length iR d!rect!on
Y = nondimensional length ig direction
(b} Z = nondimensional length im direction
Greek
Fig. 17 Flow behavior at Ra =1.83X10° for Ar= 2: (a) U veloc- _ ; s
ityg variation with time at point (X=0.35,Y=0.35,Z7=0.7), Ar g ; m::m:: gfuasrll\gitghfcl)séfﬁcient UK
=2; and (b) corresponding power spectrum. . Exp . ’
v = kinematic viscosity, fis
6 = nondimensional temperature
p = density, kg/m
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Dae Hong Enterprise Co., This paper presents an experimental study of gas mixing processes and heat transfer
30 Yangpyung-Dong-4ga, augmentation by a forced jet in a large cylindrical enclosure with an isothermal bottom
Young Deung Po-Gu, heating/cooling surface. Cold/hot air was injected at several positions with varying pipe
Seoul, Korea, 150-104 diameters and injection orientations, and was removed from the top of the enclosure.
Under natural convection, the mean Nusselt number was correlated by the enclosure
Per F. Peterson Rayleigh numbeR&.°, and under strong forced convection, by the jet Reynolds number
University of California, Berkeley, Re”. A combining rule for mixed convection was found for both the stabilizing (cooled
Department of Nuclear Eng., surface) and destabilizing (heated surface) density gradients. Using the ratio of forced
_ Berkeley, CA 94720-1730 and free convection Nusselt numbers, this correlation could be further reduced to predict
e-mail: peterson@nuc. berkeley.edu forced-jet augmentation as a function of the Archimedes number, with a correction factor

to account for jet orientation and enclosure aspect rati@Ol: 10.1115/1.1482081

Keywords: Enclosure Flows, Fire, Heat Transfer, Impingement, Jets, Mass Transfer,
Mixed Convection, Natural Convection

Introduction

Heat and mass transfer inside large enclosures is important in
many applications, such as mixing process in the containmené . . _
structures of passive light water reactors and other large stratifie erﬁ Re Itst'e vaI:Jaéed a? dthe JetbReIE/lgg/Ids rE;J ﬁm_Etﬂlj /gﬁor
volumes, including high-level radioactive waste storage tanks, dppelier ro a;]ona_l | _eyno” S (;‘“”.“ & 'd'“ K espie di e;' |
closure fires, chemical processing, and pollutant dispersal. For §&€S In mechanical impeller designs and tank geometry, the val-
AP-600 reactor containment design, the augmentation of cond s ofK typically fall within a relative narrow range from 0.33 to
sation mass transfer caused by break-jet flows is of interest. 4 for heat transfer to vessel walls, and from 0.02 to 0.08 for

present study can be used to quantify the augmentation of hggpsfer to helical coils.

Ho)©

w

Nu=k ReaPrb(

X f(geometric factor (1)

@

removal rate under natural convection, generated by injection of ) dki]r?ggt?lce)n:;g;co?ggjigé%g? ;?ngﬁgfn;ﬂg?/;?gfsraﬂu:%%gr: in-
forced convection as _dunng reactor blow down In a IOSS'Oﬁeat transfer surfacdsessel wall, helical coils and tube baffles
coolant accident. For high-level liquid waste tanks, this work PrO 4 aeometric locations of agitator svstems. As shown in Fid. 1
vides the basis for the evaluation of the performance of purge af agjet-agitated tank and a r%]echani)c/;ally agitated tank. the géo-
g’?onrt(l,lgt\l/sgsfeys;i?Siot%wra?r?:gi\; eaﬂ\i‘;‘;?ﬂ?&lg dgcaosr?jiti%?\geirnatt?\de fgrﬂﬂ%tric factor could include the following dimensionless length
o O . ios,
space. In liquid high-level waste tanks, natural convection from
the liquid surface to the gas space removes radiolysis-generated di\[di\[H\[Z\[w}[Z
flammable gases. Injected gas jets, used to inert such tanks, can f D/I\D/\D/\DI'\D/\A
augment this mass transfer. When heavy gases such as benzene _ o ) o
are generated and stable stratification can occur, the forcdde recirculation of fluid in a vessel to generate uniform mixing
convection augmentation can reduce the liquid temperature f&n be performed using a pump, which draws fluid from the vessel
quired to maintain adequate mixing and mass transfer. and returns the fluid to a nozzle. The fluid jet from the nozzle
For chemical processing, heat transfer in agitated vessels H¥dces mixing and produces a large-scale circulating motion,
been extensively studied with comprehensive coverage summdtich can reduce concentration, property, and temperature gradi-
rized by Sterbacek and Taufk], Uhl and Gray[2], and Penney €nts. Some research, reported for the helical-coil heat transfer in a
[3]. Mechanical agitators are most often used to provide agitatidft-agitated vessel, found that the ratio of nozzle diamtén the
However, gas sparging and liquid jets injected into vessels dRK dlamete_D has a weak effect on average_heat tr?&sfer, _where
also used in some applications to provide mixing. To evaluate hég€ geometric factor could be correlated witth; (D)™™ This
transfer in mechanically agitated and jet-agitated vessels, a gk further suggested that jet orientation into the vessel did not
eral correlation form similar to the forced convection correlatioRlay an important role. In present study for enclosures with a
is usually employed. In addition to the Reynolds, Prandtl, arfepated or cooled bottom surface, however, jet orientation is found
viscosity ratio numbers, the general equation also contains sevdfapave a large effect on heat transfer.
ratios of linear dimensions to describe the effect of the complex FOssett and Prossdd] studied the mixing of an aqueous
geometry on the fluid motion. The general equation is formulatd¥2COs solution in tanks mixed by a jet. They carried out tests in
as a 1.50-m diameter, 0.92 m deep vessel in which a single jet was
introduced to create large-scale recirculation flow patterns. The
Contributed by the Heat Transfer Division for publication in tf@BNAL OF results of their Jet. mixing data suggeSted that the m|>§|ng time will
HEAT TRANSFER Manuscript received by the Heat Transfer Division July 9, 2()01_,be the same for ]ets_ nozzles of d'_fferem diameters, if the effluent
revision received March 14, 2002. Associate Editor: K. S. Ball. jet velocities are adjusted to provide the same momentum flux.
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Fig. 1 Mixing processes for (a) jet-agitated, and (b) impeller-
agitated vessels Fig. 2 Photo of the cylindrical enclosure experiment

o . . . . . ey parameters governing the heat transfer augmentation by a
Compared W'th. limited information available for Jet""‘g't"’lted;rced jet, and to investigate the effect of geometric factors, in-
vessels, substantial research has been devoted to study the

; S - . ing jet diameter, jet injection orientation, enclosure geometry
chanically ?|<1(Ijed|mhpeller)heat_trar;fsfer in ?_gltate”d v?sels. Invesraspect ratio), and the presence of flow obstructions. Flow veloc-
tigation includes the geometric eflects of impeller diameter raty measurem’ents were also performed to provide a better under-
d; /D, impeller height ratiaz/d; and Z/H, thickness ration/D, P P

X standing of the flow patterns generated inside the enclosure, which
and number of impeller _bladésee Uhland Graj2], and Pe““‘?y have substantial effects on the effectiveness of enclosure mixing
[3]). Others have studied the heat transfer phenomena in

heat transfer augmentation. Finally, a correlation is proposed
sparged vessels, such as Hai, and ngata etal[6], and a heay sing a weighted relation to balance the contributions of natural
transfer correlation for gas-sparsed mixing of vessels was reco

. dnvection and forced convection to heat transfer.
mended by Harf5] in the form:

) 5{ vsp) ~025 Experimental Apparatus

~0.6
Pr ®) In this experiment, a cylindrical enclosure was constructed with
h the heat t f ficiehti lculated b ing th a diameter of 2.29 m and a maximum height of 0.8 m, with a
where the heat transter coelicientis caiculated by using the vertically adjustable ceiling. The enclosure was designed as a
sparged-gas superficial velocity. . . 1/10-scale model of a Savannah River Plant high-level liquid
For natural convection inside enclosures with a horizontal h fste tank. Figure 2 shows a picture of the experimental enclo-
transfer su_rface, some research work has been reported by_ Glg % At the bottom of the enclosure. a 3.18 mm thick copper plate
and Dropkin[7], and Catton and Edwaf@]. Globe and Dropkin > 43', m long and 2.43 m wideyas linstelllled The copper plate
stugjied natural convection heat transfer in liquids confined by %uld be heated or (.:ooled by hot or cold wa-ter running through a
horizontal plates and heated from below. Catton and EdW&Yd 4"t 53 tupes soldered under the plate. This method provided a
further investigated effects of side walls on natural convecti arly isothermal heating/cooling surface for the experiment
betw_een horizontal plates, and found that, as the Rayleigh NUMDEK;ine sheathed J-type thermocouples with 0.508 mm diarﬁeter
was increased to #aand above, the Nusselt numbers for various,ere embedded in the copper plate to measure the heating surface
aspect ratios asymptotically reached the limit corresponding to thenheratyre. Due to the high thermal conductivity of copper and
smallgst aspect ratio useH_i(D_zl). That implies tha_t for large .the arrangement of the heating tubes, the plate was shown to be
Rayleigh numbers extending into the turbulent regime, the S'ﬁ%arly isothermal. Four T-type thermocouples were mounted in
and thermal conductivity of the horizontally confining surfaceg,q jniet of heating water and another four in the outlet, creating a
did not affect the mean heat transfer coefficient. The experimenfz mqpile to measure the temperature difference for the calcula-
performed by Globe and Droplifv] also demonstrated that thereyiop of total heat loss from the heating plate. Cold or hot air was
has no significant effect of a lateral surface with low aspect ratifiecteq into the enclosure with four different injection orienta-
at high Rayleigh numbers. Experimental data reported by Cattghns using long tubes of 15 mm, 26 mm, and 53 mm I.D., and
and Edward8] are limited to Rac 10" Ulucakli [9] investigated \yas removed at the top of the enclosure through two 53 mm
the natural-convection heat transfer in a enclosure, heated n@kmeter openings. The heat removal rate by the injected air was
tially from below by a disk-shaped surface and cooled from thgycylated from the temperature difference between the air inlet
top and the side, and the data were presented f6r<B& and outlet, and the air flow rate measured by a bank of parallel
<10". He found that, for large temperature differences betweestameters of different capacities. Temperatures inside the enclo-
the heating surface and bulk, the mean heat transfer rates carsti® were measured with a vertical array of thermocouples de-
expressed in terms of conventional correlations, and the resuigned to be traversed horizontally, measuring the vertical tem-
were well correlated by the equation perature distribution as well as the mean enclosure temperature.
Nug.=0 2Reg'35 4) A micrqmanometer de_vic_e is applied to measure the flow ve-
¢ ¢ locity, using two gage liquids of small density difference. The
where Ny. and Rg. are evaluated using the heating-disk diamgage liquidgwater, and oil with a specific gravity of 0.93)/&vere
eter. immiscible. The heavier gage liquid filled the lower portion of the
After reviewing of the previous work for mixing in agitatedmanometer U tube up to the 0-0 level half of the tube length),
vessels and for natural convection inside enclosures, an expernd lighter gage liquid was added to both sides, filling the upper U
mental apparatus was constructed to measure the combinele and two reservoirs placed on top of the U-tube. A large gage
natural-and forced-convection heat transfer in a cylindrical encldifference could be produced by a small pressure difference with
sure mixed by an injected jet. The tests were designed to study this micromanometer device. A pitot tube was inserted into the

CpUsp B ©g
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tank with the opening directed upstream to the flow path and the p (€

)
other end connected to one of the micromanometer reservoi (. (B)
which then measured the total press(sttic and dynamic An- (A) i
other tube measuring static pressure is connected with the othe
reservoir. The flow velocity was then be determined by the gage
difference in U tube, which represented the dynamic pressur
D

head at the pitot-tube opening. Streeter and Wylli&] discuss the (ID)
use micromanometers.

n

Experimental Procedure = \\' dp 4

Experiments were first performed to investigate natural-
convective heat transfer from the heated bottom surface. Thes. (11 av) V)
results were used as the reference for subsequent evaluation oghe

heat transfer augmentation from combined natural and forced c¢) ibr? p;?tfr%t'son orientations and resulting large-scale recircu-

vection. The bottom surface was heated and maintained at con-

stant temperatures ranging from 30° to 70°C, and heat was trans-

ferred by natural convection and removed from the enclosure top

and sidewalls by conduction to the ambient. Tests were performed?. Vertical/down injection near enclosure vertical wall: injected
with enclosure heights of 42, 61, and 80 cm, giving enclosuf@wnward from the top at 10 cm from the enclosure vertical walll.
aspect ratiodH/D of 0.18, 0.27, and 0.35, respectively. An em-

pirical heat transfer correlation for natural convection was ofrrgr Analysis

tained by correlating these experimental data. ; . .

With this correlation for natural-convection heat transfer inside 1he uncertainty of the temperature measurement, including er-
the enclosure, combined natural- and forced-convection hd8fS from instrumentation and data acquisition system, was esti-
transfer was then studied. For a forced jet injected into the encf@@ted to be+0.1°C. The uncertainty of the flow rate measure-
sure without internal obstructions, the geometric factors invesflent for water was calibrated to he3 percent, and for air,
gated included the use of three different enclosure aspect rati@gPending on the range of flow measurement, was estimated be-
three different jet diameters and four different injection orientdWeen =2 percent to+5 percent. The corresponding maximum
tions. To study the effects of obstructions inside the enclosure€H0r was 18 percent for the calculated Nusselt numbey,Nand
total of 31 3.35 cm diametd0.D.) tubes were inserted extending® Percent for the calculated Archimedes number Ar.
vertically from the ceiling to the bottom. Tests were performed to
evaluate the effect of the tube structures on the mixing procegxperimental Results and Analysis
When the jet was directly obstructed by a tube located at various
distances from the nozzle, momentum in the original flow direc- Part |1 Heat Transfer Augmentation with Destabilizing
tion was reduced due to a form drag. (Positive) Effect of Buoyancy Force.

The experiments investigated the effects of destabilizing den'NaturaI-Convection Heat Transfer in the Enclosurdigure 4

sity gradients by injecting cold air into the enclosure the bono'%hows the relationship between the Nusselt and Rayleigh numbers

surface heated. The injected cold air temperature was appraxis . the present data and the data of Ulug@l. These data can
mately 21°C, and the mean temperature at the heating surface Wa3ell correlated by ’

controlled at around 60°C to minimize the effects of fluid property
changes and to reduce the complexity for the comparison of geo- NUnc:0-15R%/3 (5)

metric factors. Experiments were performed to investigate the ef-

fects of stabilizing density gradients, by injecting hot air into thihere the 1/3 power and a constant value of 0.15 agrees with the
enclosure with the bottom surface cooled. Under this Conditioﬁfitural-convectlon correlations for horizontal heating surface in
the buoyancy force stabilizes the flow close to the bottom surfafEN Space. The results demonstrate that the lateral boundary and
and reduces heat transfer. The injected hot air temperature ht-to-diameter ratio have a negligible effect on the turbulent

approximately 52°C, and the mean temperature at the cooling sgtural-convection hehat tre;nsfer at high Rayleigh kr:umhbers. EqL;a—
face was held around 12°C. tion (5) is used as the reference to determine the heat transfer

Temperature changes were carefully monitored inside the épgmentation from combined natural and forced convection.

closure as well as on the heating surface. Data were collected only
when the testing condition reached steady state. The reference
temperature used to calculate the thermodynamic and transp 1000
properties of air was taken as the mean value measured by 1
vertical thermocouple array. Air was injected into the enclosur
with Re (jet Reynolds numbeygrom 3x 10° to 3x 10°, and Ra
(Rayleigh number scaled with enclosure diameteside the en-
closure was in the order of 18 10%.

To investigate how different flow patterns can affect heat tran<§ 159 |
fer augmentation, air was injected into the enclosure with foui ;

ber Nu

APresent data

different injection orientations. Figure 3 illustrates the four orien & O Ulucakli data
tations, and the five basic large-scale flow patterns that result. T2
orientations studied are: | Nu_=0.15Rq,”
A. Radial injection: injected horizontally across the enclosur
center: 0 WTTTT I j ETET
B. Azimuthal injection: injected horizontally at a 60 deg angle LE+07 LE+08 LE+9 LE+10 LEH1
from radial injection. Rayleigh Number Ra ,
C. Vertical/down injection near center: injected downward from
the top at 23 cm from the enclosure center. Fig. 4 Natural-convection heat transfer data
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53mm Radial (A)

26mm Radial (A)

15mm Radial (A)

26mm Azimuthal (B)

15mm Azimuthal (B)

26mm Vertical/ Down (C) 7

15mm Vertical/Down (C) i;- 7
[ 26mm Vertical/Down (D) I

10 ' ——(C2=5.06 for (A) [} /

[o----- C2=3.86 for (B) 7 Vs

8 | ———--C2=8.24 for (C) ms s -

F—-~--C2=5.95 for (D) ? 4 o

o H/D=0.35, Vertical/Down (C), 2¢m from bottom

7 F XH/D=0.35, Azimuthal (A), 7.6 cm from bottom

' AH/D=0.18, Azimuthal (A), 7.6 cm from bottom

XOmO e »p

Velocity (m/s)
B~

Nu o /Nt ne

0 20 40 60 80 100 120 140
L Distance from Center (cm)

Ar=Re ;* [Gr p Fig. 6 Horizontal velocities at positions near the heated bot-
tom surface
Fig. 5 Results for combined natural and forced-convection
heat transfer

of the enclosure). The data, including four injection orientations
) ) ~and three jet diameters, are well correlated using (Bgwith a
Combined Natural-and Forced-Convection Heat Transfer in thgifferent constan€, for each injection orientation. It can be seen
Enclosure. A general correlation form is employed to combingnat changing the injection orientation changes the heat transfer
the natural- and forced-convection heat transfer in the endosué%gmentation significantly, while the geometric faalpfD has a
given by very small effect. For the destabilizing density gradient the data
NUD = Nu, + Nu, (6) for a_II injection orientati_ons asympt_otically app_roach 1 at low
Archimedes number. This agrees with the prediction by @Bg.
This combining rule was used by ChurcHilll] to evaluate the when heat transfer is dominated by natural convection.
mixed-convection heat transfer in external boundary layer flows The magnitude of augmentation is largest for vertical/down in-
as well as by Chen et dl12]to evaluate transition heat transferjection near the centdC), and followed by vertical/down injec-
from laminar to turbulent film flows. This formulation uses aion near the wal(D), radial injection(A), and azimuthal injection
weighted relationship to balance the contributions from the sep@®). The constant€, correlated for radial{A) and azimuthalB)
rate correlations representing their extreme conditions. In thgection, in general, fall within the expected range, while that for
present study, a positive sign in E§) represents a destabilizing vertical/down injection(C) augmentation is clearly higher than
density gradient, and a negative sign a stabilizing gradeith  expected.
the minimum Nu value constrained to be zerBollowing the To further understand the flow pattern, the air velocity was
common practice, an exponentf3 is adopted, and Eq5) is measured by the micromanometer device. Figure 6 presents the
employed as the natural-convection part,Nuand the correlation velocity in the horizontal direction measured near the bottom of
form of Eq. (1) as the forced-convection part Nu the heating surface. For comparison, air was injected atR8
It is found that the Nusselt numbers pu plotted against jet x 10° through a tube of 15 mm I.D. Three sets of data are in-
Reynolds number Reare clustered into groups of trend lines ircluded in this figure, including azimuthal injection witH/D
accordance with their injection orientations. At high Reynolds-0.35, and 0.18, and vertical/down injectid€) with H/D
numbers the data are fitted best with Reynolds number to the 2£3) 35. For azimuthal injection, the data is plotted at the positions
power (xRe?3). The present data do not include a wide range ofieasured from the vertical geometric center of the enclosure, and
Pr, but from research summarized by Penf&lfor agitated ves- for vertical/down injection at the positions measured from the
sels, a 1/3-power relation is used for the effect of Pr. Based g@ertical jet center.
these arguments, E(G) can be recast in the form As illustrated in Fig. 3(I)air injection in the azimuthal direc-
NU quPr‘”?’ 014 3 113 tion induces circumferentially circulating motion. The flow veloc-
_D:[ Cr——— (ﬂ) f(geometri¢| = 1] @ ity distribution in Fig. 6 shows approximately equal velocities for
NUpc Raé, Mo positions at the same radius from the enclosure center. It is also
where u, is the bulk air viscosity, and a 0.14 power for the vis-

reveals that while there is strong horizontally circulating motion
cosity property ratio is adopted. Equatiéf) can then be further in the regions close to the wall, regions near the center experience

simplified using the Archimedes number aARef/GrD and Ra little influence from forced flow motion, reaching an almost stag-

> - . nant condition at the center. The delineation, separating the
=GrpPr, and by combining the consta@y and the geometric ¢4 0o convection dominated region near the wall and natural-

function, convection dominated region near the center, makes the whole-
Nup ual B 0.143 3 volume mixing Iessf effective, and thus redu_ces the average heat

N CLAr (—) *+1 (8) transfer augmentation. Fét/D =0.35, approximately 25 percent
ne Hw of the bottom surface area was not subjected to the influence of

As discussed previously, the const&rin Eq. (1) usually falls forced convection under azimuthal injection, which explains the
within the range of 0.35 to 0.74 for heat transfer to enclosurelatively low augmentation in this injection mode.
walls (not helical coil or tubesjn agitated tanks. Combining the For radial injection, velocity measurement shows that after the
constant in Eq(5) for natural convectionC, is expected to fall in expanded jet reaches the enclosure vertical wall, the jet undergoes
the range from 2.3 to 4.93. Figure 5 presents the heat transéeboundary layer transition and spreads as a wall jet both in hori-
augmentation Ngi/Nu,. versus Archimedes number under a dezontally circulating flow patternFig. 3(l)) and also vertically
stabilizing density gradientwith a heating surface at the bottomdownward patteriiFig. 3(1ll)). The downward flow then turns and

Journal of Heat Transfer AUGUST 2002, Vol. 124 / 663

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



65 20
® Azimuthal Injection (B
i Z;I,mll al Injection () Re, = 7.2x10" 181 o VertcalDown (C), H/D=0.35 ot
60 A Radial Injection (4) B Vertical/Down (C), H/D=0.27 Re, >3.4x
[ Vertical/down (C) H=80cm 161 & Vertical/Down (C), H/D=0.18
S 1 A Radial (A)), H/D=0.35
055 A Radial (A), /D=0.27
g g o < 12| X Radial (A), /D=0.18
g, fo o o u o o 2 0 Azimuthal (B), H/D=0.35
0 10 i D=0.1
£ é $ A A A A A S ® Azimuthal (B), H/D=0.18 .
= . ° A R
[ ® o 23 St /’QAA
45 + Y . A 0
6 .-
o~ /0
40-....x..................---...»....|.<.. 4 % '__,--"'-‘lx PRt o
0 o 20 30 4 S0 6 70 80 IS et
Vertical position from bottom (cm) -
0 "
Fig. 7 Vertical temperature distributions in the enclosure 0.1 1 10

Ar=Re ;2 /Gr p

spreads across the bottom floor with decreasing velocity. The flowig. 8 Effect of aspect ratio on heat transfer augmentation
pattern generated by radial injection is found to be more produc-
tive in mixing the whole volume than is azimuthal injection, and
gives a higher magnitude of heat transfer augmentation. likely due to the different configurations of heat transfer surfaces
For vertical/down injection near enclosure vertical wall, Figurgh previous investigations. For an agitated vessel with the entire
3(V) shows the primary flow pattern. After the jet impinges on thigner wall used as a heat transfer surface, the transport problem is
floor, it transforms to a wall-jet flow spreading with decreasingifferent from a partially heated wall. The flow patterns of the
velocity across the heating floor. This flow pattern mixes the colglall jets generated by the injected fluidr mechanical impellgr
injected air with hot air near bottom surface more effectively thaia different orientations does not significantly change the mean
in the cases discussed earlier. This explains why this orientatingat transfer rate if the entire inner tank wall is involved. How-
induces more effective augmentation than the radial and azimutlagkr, if the wall is only partially heated or the heating source is
injections. localized in the enclosure, the effectiveness of heat transfer will be
The most effective injection orientatidfig. 3(IV)) is vertical/  more strongly affected by the flow patterns, depending on which
down injection near the enclosure center. At high Re the augmesan mix better the cold injected fluid with localized hot fluid near
tation is more than twice of that for azimuthal injection. Aftethe heat transfer surface. Therefore, injection orientation should

impinging on the floor surface, the vertical velocity component ifiot be neglected with localized heat transfer surfaces in enclo-
jet core is decelerated and transformed into an accelerated hglires.

zontal flow. The horizontal wall jet spreads evenly outward with a o .
velocity decreasing uniformly radially from the stagnant point, Efféct of Enclosure Aspect RatioFigure 8 shows high-Re re-
and then turns upward after reaching vertical walls. For this cyUlts for three different aspect ratios. In general, the heat transfer
lindrical enclosure this flow pattern proves to be most effective f&oefficient increases with decreasing aspect ratio for all three ori-
uniform mixing. Figure 7 illustrates the vertical temperature dis2ntations presented. While the increase is small with decreasing
tribution for three injection orientations, and shows that the enclgSPect ratio for the radiah) and vertical/down injection&C), the
sure volume is well mixed under vertical/down injectia®), and magnitude of the increase is relatively large for azimuthal injec-
strongly stratified under azimuthal injection. tion (B). The solid trend lines in the upper part of the figure
The heat transfer augmentation in vertical/down injectiGn represent the increment due to the_aspect ratio effect for vertlcall
occurs due both to the effective large-scale mixing flow pattef#PWn injection(C), and the dashed lines represent the large incre-
and the substantially augmented local heat transfer coefficidfnt for azimuthal injectioriB). From Figure 6 with enclosures
near jet impingement point. Jambunathan e{ 8] performed a of aspect ratios of 0.35 and 0.18, the circulating velocity induced
detailed review of heat transfer data for single circular jet imRY @zimuthal injection increases with reducing aspect ratio, and
pingement. They concluded that the local heat transfer coefficidRg area affected by forced flow also extends further into the cy-
can be predicated as a function of jet Reynolds number, height“ﬂé)dr'ca| center. Thls_ explaln.s.the. Iarggr |ncrease.of heat transfer
jet diameter ratio [(/d;), and the ratio of radial distance from augmentation for azimuthal injection with decreasing aspect ratio.
stagnation point to jet diameter/g;). Following the results of Because the aspect ratio effect is not considered to be an impor-
Boguslawski and Popi¢ll4], the potential core radius affected byl@nt geometric factor, as shown in Eg) for correlations for most
jet impingement is approximately four times the nozzle diameté}f agitated vessels, here the same argument, as for jet orientation,
Several correlations are available for the prediction of local ar@PPlies regarding the greater importance of geometry localized
average heat transfer coefficients in this region. The equation t transfer augmentation. Particularly for azimuthal injection a
Lee[15] can be used to estimate the average Nusselt numberdfge increase of heat transfer is observed when the aspect ratio is

this region’ reduced by half
7 aa Table 1 summarizes the results for the correlated cons@nts
NUy/g,=4=0.083 RE"qL/d))° (9)  with positive buoyancy effect on the mixed convection inside the
. - . nclosure.
Based on the present experimental data, it is estimated that ﬁ1e

average heat transfer coefficient inside the present enclosure wilEffect of Obstructions Inside the Enclosurelo investigate the

be increased by less than 13 percent due to the localized enhamttect of flow obstructions, 31 tubes with 3.35 cm O.D. were

ment in the potential core region. Therefore, the majority of heatserted vertically from the top to the bottom of the enclosure.

transfer augmentation by vertical/down impingemé®} is con- Experiments were performed to measure the variation of heat

tributed by the effective large-scale mixing flow pattern. transfer under the conditions where the forced jet impinged di-
The effect of jet orientation has not typically been included irectly on a tube at 10, 20, 38, and 63.5 cm from the injection

agitated vessel correlation®.g., Eq.(2)). The discrepancy is nozzle. It is found that if the jet does not impinge on the tube
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Table 1 C, values for injection orientation and aspect ratio 12
& Radial (A)
Injection Aspect Ratio (H /D) 10 | ® Azimuthal (B)
Orientation m  Vertical/Downl (C)
0.18 0.27 0.35 s [ Correlation, stabilizing
Radial (A) 5.43 5.29 5.06 : ;
= 01 Y
< [ Nu, _ val My
Azimuthal (B) 5.72 4.76 3.86 ¢ WM—[[C#' [ . ] ] tl]
=
< s
Vertical/down (C) 9.08 8.69 8.24 4 [ Nu=015Rq
Vertical/down (D) 5.95
2
before reaching the enclosure wall, the change of mean heattra © - : :
fer coefficient can be small as long as the total cross-section a  !-E-04 LE-03 A e Y LE+00 LE+01
“Re, "

of tubes is much less than that of the flow area. If the jet hits a

_tube before r_eachlng the end(.).sure wall, the loss of ]et_momentLrt_ri]a. 10 Effect of stabilizing density gradient on mixed convec-
in the flow direction can significantly affect the effectiveness qfy,

mixing the whole volume, and thus reduce the mean heat transfer

coefficient. Figure 9 shows the results of jet impingement on tubes

at certain distances from the injection nozzle. C U2d, [vab

The jet velocity profile downstream of the injection nozzle has DPmY mtt f e~ () gy
been discussed by Ligtl6], and is used here to estimate the M oss 2 — Vb d,
momentum loss in the flow direction due to form drag with the M Vb :0-327%3 (11)
impinged tube. Assuming that the tube diametgris much 2”""‘%] e~ Mgy
smaller than expanded jet radiRs the fraction of momentum loss 0
can be evaluated by The drag coefficien€p~1.1 and the experimental results from

R u(r)?
f cD%dtdr
Mloss_ -R

M J’Rpu(r)2
0o 2

2rdr

whereCyp, is the drag coefficient, and the jet velocity. The dis-

9)

tribution of velocity across a jet can be evaluated(bigt [16])

Fisher et al[17] give b/x=0.107. Then the fraction of momen-
tum loss can be estimated in terms of the distance from the jet
origin and tube diameter by

M loss dt
v =336 (12)

By Eq. (12), 29.6 percent of momentum is lost in the flow
direction after impingement on a 3.35 cm tube at 38 cm from the

u(ry=u e (1/b)? (10) jet nozzle, and 17.7 percent of momentum is lost after impinge-
m ment on a tube at 63.5 cm from the jet origin. By accounting for
The evaluation of how the mean veloclty,, and width parameter the momentum loss and the corresponding reduction of the jet
b vary with the distance from the jet origixy depends upon the Reynolds number, the resulting data shifts much closer to the
evolution of the momentum flux, and can be determined froworrelations without tubes inside the enclosure. This information
experimental measurements. For a given self-similar distributidmplies that the reduction of heat transfer augmentation by struc-
of mean velocity and pressure, the width parameter is relatedtt@es can be predicted by the loss of momentum in the jet. The
the jet radius byo=R/v2. Assumingp~p,, Eq.(9) can be fur- large-scale motion induced by the jet dominates the large scale
ther simplified as enclosure flow, and the augmentation of the heat transfer inside
the enclosure.

Part Il Heat Transfer Augmentation with Stabilizing (Nega-

12 Correlation for azimuthal (B) w/o tubes tive) Effect of Buoyancy Force. For mixed convection with a
------ Correlation for radial (A) w/o tubes , stabilizing buoyancy force from a cooled bottom surface, a nega-
10 L A (1) Radial (A), tube at 20 cm from jet tive sign is used in Eq¥6) and (8). Figure 10 shows the com-
A (2): Radial (A), tube at 38 cm from jet ,," parison with the experimental data. The dashed line represents the
X corrected for (2) accounting momentum loss o destabilizing(positive) effect of buoyancy force, and solid line
81 e (3): Azimuthal (B), tube at 10 cm from jet represents the stabilizingegative buoyancy effect. As shown by
: O (4): Azimuthal (B), tube at 63.5 cm from jet */' A the data, the augmentation ratio approaches close to 0 at low
€ [ X comected for (4) accounting momentum loss X’ Archimedes numbers, with the weakening of forced convection
a ’ and stabilizing effect of negative buoyancy force. Even though
2 this combining rule to address stabilizing density gradients is
41 rather crude, it generally fits the data well, and should be adequate
for most engineering purposes.
2 | Conclusions
The present experimental study has investigated heat transfer
0 A A MR under combined natural convection and forced convection due to
001 01 1 10 Jet injection. Under natural convection, the average Nusselt num-
Ar=Re ;2 /Gr , ber inside the large enclosure with heating surface at the bottom
can be correlated by the Rayleigh number to the 1/3 power in the
Fig. 9 Effect of tube obstructions inside the enclosure high-Rayleigh-number flow regime (B=z10°). Under forced
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convection with a strong jet, the data is well represented as

function of jet Reynolds number to the 2/3 power. The combining Re
form of Eq.(6) is adequate to evaluate the mixed-convection heat

transfer regime inside the enclosure. As shown by @, the

correlation can be formulated as a function of Archimedes num-
ber, fluid property factor, and geometric correlation, and correlates u
data well under both stabilizing and destabilizing buoyancy ef- U,
fects. The most important geometric factor is the jet injection

orientation.

Augmentation is affected strongly by the flow patterns gener-
ated by different injection orientations, which, in turn, govern thg

effectiveness in large-scale mixing in the enclosure. As shown i

Fig. 5, the heat transfer augmentation for vertical/down injection
near the enclosure center can be two times the augmentation for D
azimuthal injection. The improved mixing is reflected in the ver-

tical temperature distributions shown in Fig. 8. Depending on th

injection orientation, the aspect ratio can also play an important

role at low aspect ratios, particularly for azimuthal injection. In

addition, the change of heat transfer augmentation, caused by ob- NC
structions inside enclosure, can also be important, and the reduc- W

aRay enclosure Rayleigh number(GrpPr)

jet Reynolds number= pud; /u)

T = temperature
p = dynamic viscosity
v = kinematic viscosity

velocity
mean velocity

vs = superficial velocity
w = width of impeller
x = distance from jet origin
nubs.cripts
b = bulk value
= diameter of cylindrical enclosure
dc = disk
e fc = forced convection
j = jet
m = mean value
= natural convection
= wall

tion can be by considering the momentum loss from form dragReferences

Nomenclature

Ar = Archimedes numbef=Re/Grp)
b = width parameter of velocity profile
B = coefficient of thermal expansion
¢, = specific heat at constant pressure
C, = constant
C, = constant
Cp = drag coefficient
d; = impeller diameter
d; = jet diameter
d, = tube outer diameteiO.D.)
D = diameter of cylindrical enclosure
h = heat transfer coefficient
f = geometric factor
g = standard gravitational acceleration
Grp = enclosure Grashof number@gB(T,,— Ty)D%/v?)
H = height of enclosure
I.D. = inner diameter
K = constant
k = thermal conductivity
L = distance between jet exit and impingement plate
n = constant
N = impeller rotational speed
Nup = Nusselt number inside the enclosure {D/k)
O.D. = outer diameter
Pr = Prandtl number
r = radial distance from stagnation point
p = density
R = radius of jet
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Enhanced Convection or
Quasi-Conduction States
Measured in a Super-Conducting
Magnet for Air in a Vertical
Cylindrical Enclosure Heated
From Below and Cooled From
Above in a Gravity Field

Magnetizing force was applied for natural convection of air in a shallow cylindrical
enclosure heated from below and cooled from above. The cylinder measured 45 mm in
diameter and 14.8 mm in height. The convection enclosure was located 66 mm above or
below the coil center in the bore of a super-conducting magnet. The average Nusselt
numbers were enhanced about twice at the locati@® mm above the coil center under
3.40 Tesla and decreased to N.12~1.28 at the location—66 mm below the coil
center for the Rayleigh number from 3520 to 6980. These two locations were selected as
the most effective positions for application of the magnetizing force in this super-
conducting magnet. A model equation for magnetizing force was derived and numerically
computed for P=0.7 and Ra=2100 and 7000. One turn coil was presumed as a model

of thousand turns real superconductor. The magnetic strength is represented by a new
parametery and varied from 2345 to 9124. By adjusting the location of the enclosure in
the bore of the super-conducting magnet, the average Nusselt number of 1.14 at Ra
=2100 varied from 1.8 to 1.0001 depending on the magnetic strength, and that of 2.02 at
Ra=7000 varied from 2.6 to 1.0003. These data are plotted versus magnetic Rayleigh
number Rg =Ra(ydBZ/iZ +1)r-0z-05 at the center of the enclosure and agreed well
with Silveston’s data for a classical nonmagnetic field>Ol: 10.1115/1.1482082

Keywords: Enhancement, Heat Transfer, Magnetic, Microgravity, Natural Convection

the effects of magnetizing force on the convection of air heated

1 Introduction
. . from below and cooled from above in a convection enclosure
Through recent developments in super-conducting magn% ated in the bore space of a super-conducting magnet
strong magnetic-field gradients can be developed. These gradients '

can be used to produce large magnetizing forces in paramagnétic Experimental Setup

materials. The magnetizing force has been known for many yearsrhe experimental enclosure was a vertical cylinder of Plexiglas
[1,2], but until recently it had been neglected almost completeteasuring 45 mm in diameter and 14.8 mm in height. This shal-
Braithwaite et al[3] again highlighted this force for Benard con-low enclosure was expected to provide similar heat transfer rates
vection of paramagnetic water solution to give larger or smalles those of Rayleigh-Benard convection in a very shallow layer.
heat transfer rates than the average heat transfer rate of a nainwas selected as the experimental fluid. Air will also be used in
magnetic field, although they did not compare their findings witthe theoretical analysis to compare with experiments. The experi-
the data of Silvestof4]. Magnetizing force produces various in-mental enclosure was heated from below by a Nichrom wire,
teresting phenomena, and Wakayama and cowoifer§], and whose electric power was measured by both an amniBigital
Kitazawa and coworkergl0—13 have reported many new find- multimeter 2000, Keithleyand a DC regulated voltmetéDigital

ings and applications. multimeter 7555, YokogawaThe enclosure was cooled through a
Air contains 21 percent of oxygen gas, which has exceptionalfiict from a constant temperature bédthuda, RK20yegulated at
large positive value of magnetic susceptibility due to the paralléP-0°C The experimental fluid was heated and cooled through two
spin of electrons, and air also receives attractive force fromC@PPer plates of 3 mm in thickness. Two thermocouples of T type
magnet. Depending on the location in the bore space of a Sup@ccuracy 0.1 Kyvere inserted into two holes of 1 mm in diameter

conducting magnet, the geometrical gradient of magnetic indufithin the lower plate drilled up to 3 or 12 mm from the center of
the enclosure. A hole of the same size was drilled in the upper

tion differs. By choosing a suitable location, magnetizing forc X
may be used to cancel or overcome gravitational force plate for a thermocouple to measure the cooling plate temperature.
The present report examines experimentally and theoreticeﬂ/'?}'q1 extra thermocouple was also placed outside the cyllndrlc_al

enclosure. Thermocouple outputs were recorded every two min-

Comtributed by the Heat Transfer Division blication in HEUANAL OF utes in a PC card data sampling systéhiR-1000, KEYENCEH.

ontrioute:! Yy the Heal ranster Division 1or publication In -

HEAT TRANSFER Manuscript received by the Heat Transfer Division September Zlﬁ,amp,led data were averaged for mc,)re than ,80 data.pomts. The

2001; revision received March 20, 2002. Associate Editor: F. B. Cheung. expe_rlm_ental appar_atus was placed in a Plexiglas cylinder of 72
mm in diameter which was surrounded by a bundle of tubes car-
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Fig. 2 Master plot for estimation of heat loss for the experi-
ments in an enclosure heated from below and cooled from
above. The solid line is obtained from conduction experiment
with the enclosure placed upside-down. The dashed line is heat
loss obtained from a conduction curve and will be employed

for net heat flux in convection experiments.

Fig. 1 Schematic view of the experimental apparatus located 2 [mm] (61()5 (%)6 (3;5)6 (‘613)6 (5)66
in the bore of a super-conducting magnet. @ Cylindrical enclo - b,(b,/d2) [Tzlm] 138 49.7 582 0 138

sure; (@ Cooled copper plate; (3@ Heated copper plate; (@ Elec-
tric heater; (& Magnetic coil;, (® Duct of running water;
@ Bundle of tubes.

Heat Loss Curve

_ A6=13.66Q-0.029 @)
rying water from another constant temperature bath kept at . ) )
29.0°C. This bundle of water tubes is to keep the whole expefiigure 2 shows these curves. The sdlidnduction)curve is Eq.
mental apparatus in a constant temperature environment. Theand the dashetheat lossicurve is Eq.(2). The net heat con-
whole apparatus was finally inserted into the bore space ofdgction is the difference between curvds and(2). Then, con-
super-conducting magnet of 100 mm in diamet&rT 100 ¢, Vection experiments were carried out with the apparatus heated

Helium-free super-conducting magnet, Sumitomo Heavy Industf§om below. For each total heat supply, the temperature difference
LTD., Japan). The setup is schematically shown in Fig. 1. between the hot and cold plates was measured. At each specific

temperature differencag, the total heat supply minus heat loss

calculated by Eq(2) gives the net convection heat flux through

3 Experimental Results the experimental fluid. These are indicated in Fig. 2 for one data
point. The experimental average Nusselt number is given as fol-

3.1 Net Heat Flux. Natural convection in an enclosure oc-ows.

curs even with a heat flux as low as several watts. The difficulty in

measuring natural convection experimentally lies in the evaluation NU=Qnet con/ Qnet cone (©)

of net heat flux through the fluid, especially for a low thermathe key idea of this technique is that the heat loss from the heater

conducting fluid like air. In the present experiment, a techniqugpends on the temperature of the heater itself without depending

invented by Ozoe and Churchill4] was again employed. The on the conduction or convection inside the enclosure. Error esti-

essence of this technique is that the experimental apparatusmigtion in the average Nusselt number is mentioned briefly in the

turned upside-down, with the experimental fluid heated fromppendix.

above and cooled from below. Thermal conduction is induced by ) i o

the temperature difference between the hot and cold plates, and-2 Experimental Results With Magnetic Field. Mea-

the net conduction heat flux through the experimental fluid can Bered data are plotted in Fig. 2 for various strengths of magnetic

estimated by using the known thermal conductivity of air wittnduction and locations of enclosure. Table 1 lists the experimen-

Fourier's law. The difference between the total heat input throud@l data. Experiments were carried out at two different locations,

the electric heater and the theoretical conduction heat flux give®., +66 mm above the coil center and66 mm below the coil

the heat loss from the electric heater to the environment. Wigignter. Magnetic induction has a geometrical distribution as

several other heat inputs, we can obtain a linear relationship (§&own later in the theoretical approach, and these two locations

tween the temperature differende and the electric heat supply Were selected to have the most axially aligned magnetizing force

Q. By subtracting conduction heat flux from each datum, we cam the present super-conducting magnet.

obtain a linear relation for heat loss after least-square data reducNext, three different total heat inputs were tested. At each heat
tion, as follows: input, strengths of magnetic induction at the center of the enclo-

sure were varied from 0 to 3.40 Tesla. Table 1 shows temperature

difference A6=6,—6. and the Rayleigh number Ra

=gBA6h%/(av), and the average Nusselt number calculated by
A6=13.12Q-0.028 (1) Eq. (3). At the location of+66 mm, the average Nu number is

Conduction Curve
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Table 1 Experimental results for air in a vertical cylindrical
enclosure heated from below with an electric heater and cooled
from above with isothermal coolant é %
bo(db,/32) / / \ \
el;lec\lloellf:e Heater r=b10aatnd AG Average at // ’ \\\
from coil | "% | mid height | [K] | "7 Ng | F0end | Ra, // ’4 &\\
Q [W] mid height , ’ ~ \
center [Tesla] [T2/m] %’,’6 #‘\\ \\
0 159 | 3800 197 0 3800 l"'o:‘ i’g“\\\\
0680 | 157 | 3750 | 2.29 552 | 4910 / / LR 1 \\\\ R
1.26 [TAAE |
2.04 151 | 3620 | 338 49.7 13700 1 T | -
3.40 146 | 3520 | 4.31 138 30600 \\ \ ’:'4““;" () /
S G e i)
0 214 | 4970 | 203 0 4910 \“ G 5
0680 |21.1 | 4850 | 240 552 6360 \ - > ' l
+6 mm | 1.70 204 204 | 4710 3.36 49.7 17900 ‘\\\\§ ?l///
340 | 196 | 4560 | 440 138 39900 \%Q 9,//
0 315 | 6720 | 247 0 6720 x \ / /
255 0680 | 314 | 6700 | 260 5.52 8820 \ \ é /
: 204 302 | 6510 | 3.63 49.7 25000 \ /
340 | 201 | 6320 | 471 138 56100 \ / (a)
1.26 3.40 163 | 3890 1.28 ~138 -26100
66 mm | 1.70 3.40 222 | 5060 1.12 -138 -34300
255 3.40 332 | 6980 1.13 -138 -48300
COLD 0i
enhanced with increasing strength of the magnetic field for all : = R

heat inputs. At 3.40 Tesla, the average Nu number is almost twice
as large as that in the absence of a magnetic field. At the location
of —66 mm, on the other hand, the average Nusselt numbers are HOT
1.281t0 1.12, almost a conduction state. These are plotted in Fig. 3. Z (b)
The solid line is from Silveston’s experimental d@4d. The data

(4) represented by circles for absence of a magnetic field agieig. 4 Modeled vertical cylinder with computational grid lines
closely with Silveston’s data. The datatg{db,/9z) =5.52, 49.7, for an enclosure with aspect ratio =6: (a) top view, and (b) ver-
and 138 F/m at+66 mm are larger than those at &, showing tical side view.

enhancement by the magnetic fields, while the data for the enclo-

sure located at-66 mm give Nusselt numbers as small as 1.12 to

1.28, i.e., almost a conduction state. These data suggest that magtical cylinder filled with air is heated from below and cooled
netic field enhances or retards convection _of air in an e_nclosqtfgm above. This system is expected to represent natural convec-
heatgd from below and coo.lgd from above in the terrestrial stajgyn similar to Rayleigh-Benard convection in a regular gravity
This is because of the additional accelerating force produced f|d. The cylinder was then located at various levels in the bore of
magnetizing force, as described hereafter. a super-conducting magnet as shown in Fig. 5. The locations of
the cylindrical enclosure correspond to 95, 55, 285, —55,
4 Mathematical System Considered —95 mm in the bore of 100 mm in diameter. The magnetic coil
In the numerical analyses, enclosures with an aspect rafl§meter was presumed to be 180 mm. Figu@ Shows a vec-
=diameter/height 3 or 6 were considered. torial representation of magnetic inductiBrdue to the passage of
Figure 4 shows the enclosure of aspect ratio A shallow electricity through the magnetic coil. Magnetic induction was
computed by Biot-Savart’s law below. A super-conducting magnet
consists of a coil of several thousand turns but in the present

T T T T
il oh @ O |

4 § - 100 | 180 ,

2 (2)‘% ¥ ]%—%I <

= . ] . '

25 I T 2= 495 | i

= $ s [mm] el

= (3) ARRR SRR R IR NENE N "y it

@ 2r @ . W i m=+55 b

= Silveston's experiment b

S W AL 2= 425 };tﬂﬁ {

= o w” Ld ® o 7722 RSN ®

s i HAHHES - - - ‘E ’: .
e S
% ey Zb= =25 \ Hik
] 2000 4000 6000 800010000 W“—Tﬂw”mmmmw\
2 SR Zh= _85%
Ra number j::::uvvvllv\\l:?:\\ rurr:nn!nnv\\\n

B N N D o
,,,,,,,,,,,,,,,,,,, = -95

Fig. 3 Summary of experimental results. Solid line is from Sil- A R i
veston's experiment [4]. (b)

(D) z,=+66 mm and b,(db,/dz)=138 B/m

2 z,=+66 mm and b(db,/dz)=49.7 B/m  Fig. 5 Modeled location of enclosure at  z,=95, 55, 25, —25,
(3 z,=+66 mm and b(db,/dz)=5.52 B/m  —55, and —95 mm in the bore of 100 mm in diameter with a
(4) b(db,/dz)=0 T4m modeled magnetic coil: () magnetic induction vectors ~ B; and
)] z,=—66 mm and b(db,/dz)=—138 T/m  (b) magnetizing force vectors VB2
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computations a coil of one turn was presumed for simplicity. Fig-

ure 5(b) shows a vectorial representation of magnetizing force
VB2 corresponding to Fig. (&), in a dimensionless scale of B. (1)
The magnetizing force is symmetrical in terms of the coil.

5 Mathematical Model Equations for Convection Due ..
to Magnetizing and Gravitational Forces (11)

Following our recent workg15,16], dimensionless model equa-
tions for the gravitational and magnetizing force fields are given
as follows. They are an equation of continuity, an energy equation ___
and momentum equations that include a magnetizing force term.(lll)
Nondimensionalization followed Hellums and Churchill7].

= >

V-U=0 (4) (a) (b)
_v2
DT/D7=V"T ) Fig. 6 Sample of the magnetizing force vectors for an enclo-
- 0 sure 20 mm high and 60 mm in diameter in the bore of 100 mm
s 20~ = 5 in diameter with a coil 180 mm in diameter. (i) z,=—25 mm, y
D, = VP+PrV?U-RaPrT yVB*+| 0 (6) =292 (i) z,=—55mm, y=350 (jii) z,=—95mm, y=1169 (&)
1 YVB2, (b) yVB?+(0,01)"
5 1 RxdS .
T TR )

Depending on the location of the cylinder in the bore space, the
Equation(7) is Biot-Savart's law for the computation of magnetionet acceleration force for convection of air in the cylinder differs
induction. These sets of equations were approximated with fin@ shown in Fig. 6. Figure(8) shows a detailed vectorial repre-
difference equations and numerically solved with the initial ansentation of magnetizing forcgVB? in a cylinder at three loca-
boundary conditions as follows. tions below the coil. Figure (6) shows net accelerating force in
R addition to the gravity acceleration,V B2+ (0,0,1)", in dimen-
at =0 U=T=0 sionless representation.
Computed average Nusselt numbers for an enclosure with an

atz=0 U=0, T=-05 aspect ratio=3 are listed in Table 2. This system corresponds to

5 an enclosure of height=20 mm and 60 mm diameter in the bore
= = =+0. A . o L
atz=1 U=0, T 0.5 of 100 mm in diameter with an electric wire of 180 mm in diam-
at R=15 or 3 U=0, 4T/oR=0 eter. Three locations of the enclosure a5, —55, and—95 mm

) ] ) ~_from the coil center. Each value ¢fwas determined to cancel out
The above dimensionless equations were represented with fulf gravity force by the magnetizing force at the center of the
three-dimensional cylindrical coordinate equations and solved nehclosure. The average Nusselt number attains to 1.0002 at Ra
merically with the HSMAC(Highly Simplified Marker and Cell =2100 and 1.001 at Ra7000.
[18] scheme for a staggered mesh system which is a finite differ-Figure 7 shows the computed isotherms and velocity vectors for
ence computational scheme and widely employed. Characterigfig enclosure of aspect rati®, Pr=0.7, and Ra=7000. The top
dimensionless parameters are as follows: graph(1) shows the results without a magnetic field. Graggo
9B (60— 6o)h3 » Yenob? (4) show the res_ults at Iocations_ef25! —55! and—_95 mm in the _
:#, Pr=—, y= _Amo¥a bore as shown in Fig. 6. The side views in vertical cross-section
av @ potmdh are shown for(b) isotherms andc) velocity vectors. When the
Variables are defined in the nomenclature. The parametep- €nclosure is located at55 mm as shown iit3), the net acceler-
resents the strength of the magnetizing force versus the grav@ing force disappears and a quasi-conduction state is attained. In
tional buoyant force. The reference magnetic inductigris pro- (2) the convection is upward from a center due to the re_5|dual
portional to the strength of electric current in a coil. Thisvas Magnetizing force at the top corner, as shownzigr —25 mm in
derived by Tagawa et al15,16]in which its derivation is shown Fig. 6(b). On the other hand, the convection is downward from the
in detail. Tagawa et al. derived this following Bai et §] in tOP center due to the residual magnetizing force along the top

general. plate, as shown ifiii) in Fig. 6(b).
Figure 8 shows transient responses of the average Nusselt num-
6 Computed results ber at Pr=0.7 and Ra=2100 for convection of air in a cylinder of

aspect ratio=6 located at six different places from=95 to —95

6.1 Effect of Computational Grid Size. Numerical compu- mm in the bore of 100 mm in diameter as shown in Fig. 5. Mag-
tations were first carried out without applying a magnetic field, to
test the effect of grid size. Yamanaka et @l9] and Hatanaka
et al. [20] suggested the effect of axial grid size in studying theaple 2 Computed average Nusselt number of natural convec-
Rayleigh-Benard convection, and we compared axial grid nurion at Pr= 0.7 (y=0), and magnetizing force convection in the
bers between 21X1x11 (radialxcircumferentiak axial) and shallow cylinder of the aspect ratio =3. The enclosure height is
213. For an aspect ratio6, at Ra=2100, Pr=0.7 and 21>1 2_0 mm in the bore of 100 mm in diameter, with a coil 180 mm in
X 11 grid numbers gave the average 11198, and 21 gave diameter

Nu=1.142. In comparison, Silveston’s data giveNl.2 at Ra b(9b402) | Average Nusselt number

=2100. We decided to employ 24grid size in the following z,[rmm] 4 mm Ra= 2100 Ra = 7000

analyses. The transient computation was carried out with dim 0 0 1.069 2074

sionless time increments df7=3x10""—107°. 0 (-25) 292 218 1.081 1374
6.2 Computed Results. The accelerating force acting on air| (_i_i.) (59 350 ~218 10002 1.001

in a cylinder consists of gravity force plus magnetizing forcd, 29 | 1169 -220 1.010 1.087
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Table 3 Computed average Nusselt number in an enclosure of
aspect ratio =6 at Pr=0.7 with 21 2 grids

Case | fmml| 7 | "*7®B/OZlw | NuatRa=2100 | Nu at Ra= 7000

0 1 1.142 2017

(1) | 95 | 9124 1992 1729 225

@ | 55 | 2815 1,995 1.825 256-2.64

@ | 25 | 2345 1,996 178-183 2504

@ | 25 | 2345]  436x10° 1,091 1406

5) | 55 | 2815] 5.22x10° 1.0001 1.0003

®) | -95 | 9124] 8.10x10° 1011 1,105

combination of gravity force and magnetizing force can give vari-
ous strengths of the net accelerating force, and thus various
strengths of convection and heat transfer rate.

Figure 9 shows computed isotherms at=Pr7 and(a) Ra
=2100, (b) Ra=7000 for the aspect ratio6. Top view of the
isotherms aZ= 0.5 in the absence of a magnetic field is shown at
the top. Convection is three-dimensional due to the shallow en-
closure. Numberg1) to (6) show side views of the isotherms
located at six different levels in the bore of the super-conducting
magnet as shown in Fig. 5. When the enclosure is located in the
upper part of the coil, magnetizing force is added to the gravita-
tional force to produce enhanced convection. Casdé2)as most
enhanced and not axisymmetric, but cases(#pto (6) are quite
suppressed. These characteristics are enhanced further for Ra
nitudes ofy were chosen to give zero net acceleration at the center/000. The result shown for cas8) indicates that an almost
of the enclosure at locatiors, = — 25, —55, and—95 mm, re- Non-acceleration field will occur in the bore space of a supercon-
spectively. The same strengths were given for three upper syfticting magnet equivalent to non-gravity in a space.
metric locations. Curvefl) to (3) for z,=95, 55, and 25 mm are
oscillatory due to the enhanced acceleration, i.e., gravity forgde Discussion

plus magnetizing force. Curveg) to (6) show quick convergence The experiments were carried out 266 mm from the coll

almost to conduction in a cylinder located at lower levels than trb%mer where most of the radial component of acceleration be-

magnetic coil, where net accelerating force is nearly zero. Ti& mes negligible. This is also the case for the computational
magnitude of average Nusselt number decreased almost to u del with a single coil, as shown in Fig(i(b) at +55 mm

especially for curve(5) at z,=—55mm. The corresponding
curves(not shown)at Pr=0.7 and Ra=7000 showed similar, but
enhanced characteristics.

Computed average Nusselt numbers for an enclosure of asg
ratio=6 are listed in Table 3. The top listed average Nusselt nur
ber at y=0 is for natural convection only. The third column
shows magnitude of dimensionless parametexhich represents
the strength of magnetic reference vahye being proportional to
the square ob, . For cases ndl) to (3), the enclosure is located
in the upper part of the bore, and f6t) to (6) in the lower part.
In (1) to (3), the average Nusselt number is increased, b(#)io
(6) it becomes almost unity, except in cade at Ra=7000. The (ll)

(1)
2)
3)
(4)
)
(6)

(b) ()

Fig. 7 Computed isotherms and velocity vectors for a cylinder

of aspect ratio =3, Pr=0.7 and Ra= 7000 with 213 grids. (1) y
=0, (2) z,=—25mm, y=292, (3) z,=—55mm, y=350, (4) z,
=—95mm, y=1169. (a) Top view of isotherms at Z=0.5. (b)
Vertical side view of isotherm.  (c) Vertical side view of velocity
vectors.

7

(1)

Towe [-
100 110 120

130

90 91 92 93
Twee [

Fig. 8 Transient responses of the computed average Nusselt
number for an enclosure of aspect ratio =6, Pr=0.7 and Ra
=2100. Numbers (1) to (6) correspond to those in Tables 3, 4,
and Fig. 9.

Fig. 9 Computed isotherms and velocity vectors for a cylinder

of an aspect ratio =6, Pr=0.7 and (a) Ra=2100 and (b) Ra
=7000. (i) Top view of isotherms at y=0 and Z=0.5. (ii) Vertical

side view of isotherms for cases (1) to (6). These cases corre-

spond to those listed in Tables 3 and 4.
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Silveston's Experiments [4]_

g @\ @

oy
T
)
@09o<O

X

Average Nu number

X
X-\

~
Brajthwaithe et al. [3]

L L L MR
5 6 789 2 3 4 5 6 789

Ra,,

Fig. 10 Average Nusselt number plotted versus magnetic Ray-
leigh number Ra ,, with the data by Silveston [4]. (1) Exp.,
b,(db,192)=138 T#m. (2) Exp., b(db,/dz)=49.7 T?/m. (3)
Exp., b,(8b,/13z)=5.5T4m. (4) Exp., b,(db,1dz)=0T*m. (5)
Cal., Asp= 6, z,=55mm, Ra= 2100 and 7000, Ra,,=4190 and
13970.

As shown in Eq(6), the acceleration force works by the last ter

10’ 10°

=7000. In this way, we can control the convection rate at will by
changing the location and strength of magnetic induction, which is
otherwise impossible under the terrestrial constant gravity field.

8 Conclusion

Heat transfer rates were measured for convection of air in a
vertical cylinder heated from below and cooled from above with-
out and with an external magnetic field of a super-conducting
magnet up to 3.40 Tesla. Depending on the location in the bore of
a super-conducting magnet, the average Nusselt numbers were
increased two fold or decreased to almost conduction state. These
findings suggest that natural convection heat transfer rates can be
freely controlled in the bore of a super-conducting magnet, which
is otherwise difficult in a terrestrial laboratory.

Numerical computations were carried out for the natural con-
vection of air in a shallow vertical cylindrical enclosure heated
from below and cooled from above in a magnetic field. Depending
on the location of the enclosure in the bore of a super-conducting
magnet, the convection rate and the average heat transfer rate may

nlpe varied.

of the right hand side of the equation. Thus total acceleration | "€ theoretically computed average Nusselt numbers were plot-

appears to be expressed by RWB§/32|R:0,2:0_5+ 1) in the
z-direction rather than Ra. We call this magnetic Rayleigh numb
Ra,=Ra (7(985/(92|R:0,Z:0.5+ 1) following Braithwaite et af3].

In Table 3, atz,=55 mm, Nu=L1.825 at Rg=4190 and 2.56—

ted versus the magnetic Rayleigh number and found to agree with
rge experimental data by Silveston and others. The experimental
ata measured herein for air also distributed along the curve of

Silveston’s data versus the magnetic Rayleigh number, which ap-

2.64 at Rg=13965. These Nu values are plotted with symbol
large cross-circles in Fig. 10 with the experimental data of Sif-
veston and others. The agreement is almost perfect, even with the
result for aspect ratio 6. Rg, appears to give effective RayleighAppendiX
number almost exactly and should be suitable to represent the
present system. This is also due to that the almost vertical vector€rror Estimation in the Average Nusselt Number. The er-
of magnetizing force cancel or overcome the gravity vectors asr bar in Figs. 3 and 10 were estimated as follows.
shown in Fig. 6(ii). Then, Rawas also computed for the experi-From Eq.(1),
mental data in Table 1 and is shown in the last column. These data
are also plotted in Fig. 10. Even with the difference in the mag-
netic strength, these data distribute along the data curve of Sil-
veston for a non-magnetic field. The data by Braithwaite €3l
are also plotted. Their data for aqueous solution of gadolinium
nitrate gave much smaller values than Silveston’s. As seen in Fig.
10, both the theoretically computed Nusselt number and the ex-
perimental data for air show similar trends for the average Nusselt
number versus the magnetic Rayleigh number, and we can con-
clude magnetic Rayleigh number closely represents the effective
Rayleigh number with the magnetizing force in the present sys-
tem.

Table 4 shows computed maximum velocity components and

ears to be an effective Rayleigh number for the magnetizing and
Ogravity force field.

A6+0.028 T, A6
Qcoan[W]r Qnet cond:Zd kT

T (0.0452(0.03 —2_ _0.00322007W
_4(' 5('3)0.0148_' [W]

A6 0.028
Qioss=™ Qcond™ Qnet cond™ m+ Flz_ 0.00322%

~ A9+0.029 Ab+a
© 1366 b

the dimensional equivalences for the enclosure of 10 mm in height (Iv),— Ado+a
and 60 mm in diameter. The dimensional magnitudes of Nu— Qnet conv_ Qsupply™ Quoss g b
b,(db,/dz) T#m are shown. The velocity of 1.29 cm/s without a Y Ot oot Owtooma 7 , A6
magnetic field changes between 4.1 and 0.02 cm/s atZRa0, 79k
and that of 5.53 cm/s changes between 10 and 0.06 cm/s at Ra

4h 1 a| 1

=— = ixq Vool %
md°k | Ad b/ b

Table 4 Computed maximum velocity components and their
dimensional equivalences for a cylinder of 10 mm in height and
60 mm in diameter. Pr =0.7, and 21° grids

The uncertainty in each variable is as follows:

The height of the enclosuré+ 6h=(14.8+0.2)x10 3 m

Case| z, [PA%P/02) o Ut lom/s]) Upar{UipLom/s]) e The diameter of the enclosured+ 8d=(45.0+0.5)
no. \mml| 12/ at Ra = 2100 at Ra = 7000 X103 m
0 588 (1.29 cm/s) 252 (553 cm/s) » Temperature differenceA 6= +0.1K
(1) | 95 218 15.65 (3.43 cm/s) 39.5 (8.66 cm/s) * Temperaturegfd=+0.5K
45.6-48.3 e Thermal conductivity, k=0.026144340-6)/40.0
@ |85 | 219 15.75 (345 om/s) (9.99-10.6 om/s) +0.02900X 6— 300)/40.0 W/(m-K)
18.3~1838 * The coefficient of theQ,,¢sline, a+ da=0.029+0.001 K
Sl B (4.0-4.1 om/s) 45.0 (985 em/<) « The coefficient of theQ,,.. line, b+ sb=13.66+0.01 K/W
@ [-25| -219 4.90 (1.07 cm/s) 12.6 (2.77 cm/s) . . )
® 155 | —21.9 0,08 (0.018 om/s) 0.259 (0.057 om/s) For the data point of dat@l) at Ra=3800 is given as follows:
® [-95| -218 156 (0.34 cm/s) 5.25 (1.15 cm/s) |,=0.840434 A, V,=1.50087 V, 0,,~=38.81°C, §0=15.90 K
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NUa= —7— [((lvn b

NUpin=

Similar computations were carried out for other points and plotted[z]

4h_
m((“vﬁ‘

a_

1 1
(A0~ by
4((14.840.2)x 10 %)
7((45.0—0.5) %< 10 3)?(0.02696

0.028 1 1 s
© 13.67/15.8 13.67

{ ( 0.8404<1.501

a.| 1 1
b /(A0), b_]
4((14.8-0.2)x10°3)
7((45.0+0.5) X 107 °)2(0.02703

0.030 1 1 1808
13.6516.0 13.65

[(0.8404)@.501

in Figs. 3 and 10.

Nomenclature

o,

Q o
~ = Wnuv =

o
NNS <o coCgr

N
o

b/ba: (Br,O,Bz), [_]

magnetic induction vecter(b,,0,b,), [T=Tesla
=Wb/mP=V-s/nt]

umilh, [Tesla]

acceleration coefficient of gravitym/s?]

9B(0,— 6.)h®v?, Grashof number

height of an enclosurém]

electric current in a coilfA]

P'/pa

pressure[N/m?]

reference pressure without convection of ga¥m?]
perturbed pressure due to convectifi/m?]
po(alh)?, [N/m?]

vl a, Prandtl number

Gr-Pr, Rayleigh number

Ra(yaB§I(72+ 1)r-0z-05, Magnetic Rayleigh num-
ber at the center of an enclosure

radius,[m]

r/h

coil element[m]

d¥/h

(6= 00)/ (6= 6c)

time, [s]

h?la, [s]

G/u,

velocity vector=(u,v,w), [m/s]

radial velocity component of gagn/s]

alh, [m/s]

circumferential velocity component of gdsn/s|
z-directional velocity component of gdsn/s|

z/h

axial coordinate in a gravitational direction for con-
vection in an enclosuréFig. 4),[m]

location of an enclosure in the bore spdEg. 5),

[m]

Journal of Heat Transfer

Greek Letters
= thermal diffusivity of gas[m?/s]

a =
B = volumetric coefficient of expansion of gas due to
temperature differencé 1]

Y = xmob2/(9rmhpo)

6, = hot wall temperaturd,°C]

0. = cold wall temperaturd,°C]

0o = (On+0.)12,[°C]

u = viscosity of gas[Pa-s]

Mmm = Mmagnetic permeability,H/m]

v = ulpo, [ms]
= density of gas[kg/m’]

p
po = density of gas at, [kg/nT]
T = t/t,
xmo = dimensionless magnetic susceptibility of gas
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The SK, Approximation for
Solving Radiative Transfer
Problems in Absorbing,
Emitting, and Isotropically
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Turkey A high order approximation, the §Kmethod—a mnemonic for synthetic kernel—is pro-

posed for solving radiative transfer problems in participating medium. The method relies
on approximating the integral transfer kernel by a sum of exponential kernels. The ra-
diative integral equation is then reducible to a set of coupled second-order differential
equations. The method is tested for one-dimensional plane-parallel participating medium.
Three quadrature sets are proposed for the method, and the convergence of the method
with the proposed sets is explored. TheySd6lutions are compared with the exacty P

and S, solutions. The SKand SK approximations using quadrature Set-2 possess the
capability of solving radiative transfer problems in optically thin systems.

[DOI: 10.1115/1.1464130

Keywords: Emitting, Numerical Methods, Participating Media, Radiation, Scattering

1 Introduction able effort has been expanded in deriving methods that eliminate

Solving the radiative transfer problems in a participating mér strongly mitigate the ray effect distortions that plague the dis-

dium requires the solution of either the radiative transfer equatic%ete or discrete ordinates-like methqas.

. . . - L Radiative integral transfer equatiofRITE) solutions com-
(RTE) for intensity or the integral transfer equation for InCIder]téetely eliminate the angular dependence of the incident radiation

radiation and the heat fluxes. A number of numerical methods". . s f .
have been developed for solving either equation; however, e integrating the radlatlv_e transfer equation over all solid e_lngles.
method has its own advantages and disadvantagés ' ecause the angular variable is completely removed, the integral
Th herical harmoni roximation nds the Method is dimensionally simpler than the previously mentioned
e spherical harmonics, dy, approximation expands the ethods. On the other hand, the solution of this equation leads to

angular dependence of the radiation intensity in terms of t i . li-di onal i hich It i
spherical harmonics of the angular variables. A series of coupl8f"S€ MAatrices in muiti-dimensional geometrieés which resuft in

differential equations that represent the space expansion coelfvere limitations on the number of grid points that can be treated

cients must be solved. The drawback of this method is that |0\)0/_|thout incurring prohibitive requirements for the computational

order approximations are usually accurate in optically thick m&1€mory and execution time. .
dium, for higher order approximations while mathematical The methods mentioned are being successfully used for solving

complexity increase extremely rapidly, accuracy improves onffPMPIex engineering problems, including those involving convec-
slightly [1]. As a result of these complexities, very few multi- ve heat transfer. However, there is still a need to solve the radia-

dimensional problems have been solved with Ehgapproxima- Ve transfer problems, especially in multi-dimensional geom-
tion, none with higher orders. etries, in a much simpler fashion with reasonable accuracy at low

Increasingly, the discrete ordinates metfB®M) has become €OSt- The Synthetic KerneSKy) method deals with the integral
the dominant means for obtaining numerical solutions, especiafiiuation and involves an exponential approximation to the trans-
in neutron transport, and, in the last decade, in radiative transfé. kernel. Then, the integral equation is reducible to a set of
This method divides the global angular distribution of the radigoupled second order differential equations for which proper
tion intensity into a specific numbeX, of discrete directions. The Poundary conditions can be derived. The method was proposed
transfer equation then becomes a systemN obupled linear equa- for solving integral neutron transport equati®], and it was later
tions with the angular intensity in these directions as variables. f¥ccessfully developed and applied to homogeneous, inhomoge-
the literature, high order DOM solutions in multi-dimensional ge?€0Us, one- and multi-group constant source as well as eigenvalue
ometries, are not encountered for thermal transfer analysis. ERIRPIEMS in one- and two-dimensional optically thin systems
in multi-dimensional neutron transport problems where high ordef—6l- The results agree well with the numerical solution of the
discrete ordinates approaches are often used, the method exhipi@dral equation. The method was also applied to an absorbing,
so called the “ray effect,” which is non-physical oscillations ofeMitting and isotropically scattering rectangular geometry, and the

intensity around the correct valig]. In recent years, consider-9€neraiSKy equations for multi-dimensional complex geometries
were given 7]. In the study, solutions with th&@Ky method using

Contributed by the Heat Transfer Division for publication in th®URNAL OF Gauss quadrature set, along with, two types of boundary condi-

HEAT TRANSFER Manuscript received by the Heat Transfer Division March 151i0ns that could be applied in rectangular geometries were dis-
2000; revision received October 9, 2001. Associate Editor: C. T. Avedisian. cussed. The results for the radiative intensity and incident radia-
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tion were obtained with greater accuracy than the net radiative 70
heat flux. In optically very thin systems, the reported relative er! (7o) =&,63+ 2P2[ | *(O)E3(70)+j S(7')Ex(7o—7')d7’
rors for the intensity and incident energy solutions were on the 0
order of 1-3 percent. (4)

It should be noted that similar methods that rely on expandinghereE,(x) andEz(x) are the second and third order exponential
real kernels into sums of exponential kernels have often begnegral functiong14].
proposed and tried in the lowest orders. A method called exponenEquations3) and(4) pose two simultaneous equations and two
tial kernel approximatiori1,8] was applied by Buckley9] and unknowns to be solved for the wall intensities. Defining the fol-
Perlmutter and Sieg¢ll0] to problems of radiative heat exchangdowing quantities
inside cavity. KrooK 11] describes a method which is the heart of .
the.SKN approximation. It was he who first prpposed an approxi- 01:819‘1‘+2P1f S(7)Ey(7')d 7! (5)
mation to exponential integral functions by finite sums of expo- 0
nentials in plane parallel geometry. However, he did not extend
his analysis to other geometries. and

A method called theAy approximation was developed by 0
Coppa and Ravettd 2] and its theory was further investigated by ar,=g,05+ 2p2f S(7")Ey(1o—7")d 7’ (6)
Coppa et al[13]. For systems of constant mean-free-patifp), 0
the SKy analysis is formally the same as theirs. They extendefle dimensionless isotropic surface intensities are found to be
their analysis to one-dimensional cylinder and sphere and also
investigated the Fourier transform of the Boltzmann equation for a1+ 2p;Ea(mo) ay

homogeneous systems leading to integro-differential equation in 17(0)= 1—4P1P2|5§(To) @
angle and transformed space. From this, they were able to show

that many approximations are equivalent to the approximations #?

angular integrals by summation formulas, and that the choice of ay+2p,Eq(70) g

Gaussian summation parameters over the whole range of angles | (o)== — (8)
led to thePy equations. 1=4p1p2E5(70)

In this paper, theSKy method has been not only applied toThen, the integral equation for the incident radiation is simply
radiative transfer in plane parallel participating medium but also
the additional two quadrature sets are developed and their conver- _ ¥ - _
gence are compared with exact, and high order DOM and spheri- G(T)_ZW[I (O)Eo(7)+17(70)Ba(70—7)
cal harmonics solutions.

70
+ [ “sirede-rhar ©
0
2 Analysis The net heat flux is defined as
A plane-parallel, absorbing, emitting, inhomogeneous, isotropi- 1
cally scattering medium at dimensionless temperatiieg with q(T)=277f pl(m,p)du=q*(7)—q (1) (10)
optical pathrg is considered. The walls are assumed to be opaque, pn=-1

diffusive reflectors and diffuse emitters and to have emissivitie N _ . . . L
€1, &5 and reflectivitiesp;, p,. The emission of radiation from \r/]vsnereq (7) ar)dq (7) are the incoming and outgoing radiative

) 4 : eat fluxes which can be written as
walls due to their temperatures a¢gd;, (i=1 or 2) where¥, is
the dimensionless temperature of wall The inhomogeneous N .

S . g (n=2m

property of the medium is due to assuming space dependent scat
tering albeda (7).

The RTE for intensity is formally solved for outgoing and in- N T o
coming intensities) *(,u) and 1~ (r,ux), as described in Ref. =2m 17 (0)E3(n)+ | S(7)Ep(7—7")dr"}  (11)
[8]. The solution is straightforward, and therefore, the details of 0
derivation of the integral equation are omitted. In the dimensioand
less radiative transfer equation, the dimensionless isotropic source

wl (7, u)du
wn=0

term, S(7), takes the forni8] q’(¢)=277f1 wl(7,—w)du
1 w0
S(1)=[1-Q(n)]6* 1)+ 27 Lo(nG(7) 1) ™
77 =2 |7(TO)E3(TO_T)+j S(7")Ex(7' —1)d7’
where G(7) is the dimensionless incident radiation obtained by T
integrating the monochromatic radiation intensity over the solid (12)
angle: Equation(9) is a Fredholm integral equation of the second kind.
1 Various techniques can be applied to solve 8).that gives the
G(r)=27-rJ I(r,u")du’, (2) exact solution for the present problem. The heat fluxes can be
-1 calculated from Eq<(10), (11), and(12).
wherel (7,u) is the dimensionless radiation intensity, gadé the
angular cosine. 3 The Derivation of the SKy Equations

The dimensionless boundary conditions are written as The first order exponential integral functi@ (x) in Eq. (9) is

70 replaced with the following approximation obtained by its Gauss
I+(0)=810‘1‘+ 2p1[ | ’(TO)E3(70)+f S(7")Ey(7")d 7’ quadrature integration:
0
N
3) f 11 Wi
Eix)= | —e ¥rdu=D —e ¥t 13
g 100=| = w2 (13)
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wherew, and i,'s are quadrature weights and abscissas. The$le outgoing and incoming radiation heat fluxes are computed
quadratures which are for variobsvalues tabulated in Ref14] from Egs.(11) and (12) after the solution for the source term is
is referred to as Set-1 throughout this paper. The selection of thietained.
quadrature sets is discussed in section 4. Equdiprthen, takes
the form

4 The Choice of Quadrature Sets

N ’
G(r)=f(r)+ fTOZWS( T')E %exp( _ [7—7 |)d7" The choice of quadrature sets is open to debate since there are
0 =1 Mn Mn many ways to obtain such approximations. In this study, three
(14) quadrature sets are proposed, and their accuracy with respect to
each other and the order 8Ky approximation is explored.
The first choice of the quadrature set, Set-1, is kpoint
f(r)=2a{1 " (0)Ex(7)+1(70)Ex(mo—7)} (15) Gauss-Legendre quadratures in half intefidl]. Gauss-Legendre
quadratures, which is applied for any arbitrary interval, yields the
Upon defining exact integral of any function which can be described by a poly-

2m [ 7= 7| nomial of degree (R—1). Thus, using Set-1, as in E¢L3),
Gn(7)=—f S(T’)EX[{* )dT’
Mn Jo

where

(16) corresponds to the numerical integratiép(x); and in this study,
Mn it is used for any system regardless of its optical thickness.

To obtain Set-2, we start with the proposed exponential sum to

E1(x). The moments of this approximatio® (7o), are evalu-
N ated for the real and the approximate exponential integral func-
G(n=f(r)+ 2 W,G(7) (17) tions, and_ the first & moments are match_ed. _This procedure leads

n=1 to a nonlinear system of equations which is solved for tihe 2
unknowns. The moments are written as

Eq. (14) can now be written as

If we differentiate Eq(16) twice with respect tar, we get

N
d*Gp(7) M = fToxkE x)dx= Bl ffox"e‘x“‘ndx for k
— KA+ Gyl = 4mS(7) g M= | XEodx=2 T8 ] '
By making use of Eqg(1) and Eq.(17)in Eq. (18), the following =0,1,2,...(2N-1) (24)
set of second order differential equations—®iy equations— \yherer, is the optical length in mfp. The solution of the nonlin-
are obtained ear system of equations given with E@4), in optically thick
d2G(7) limit case (ro— ) yields quadrature Set-1.
— i +[1= Qo(T)W,]G(7) The sum of quadrature weights of Set-2 is less than unity for
dr? decreasing optical path. Another quadrature set, Set-3, was gener-
N ated by imposing a condition that preserved the sum of the
=4a[1-0Q (P +0 £+ WG ‘ weights as unity. In the latter case, only the momehts
i o D]E(T) oy T(7) mzzl " m(r)] =0,1,2,..., (N—-2) are considered, and thé\¢h condition is
m#n

forced to beX,w,=1. The resulting set of nonlinear system of
(19) equations for both cases was solved to generate Set-2 and Set-3. A
sample of quadrature sets for various optical thicknesses, used in

forn=1,2,...N. this study, are provided in Table 1.

The boundary conditions are given as
dGy(0) GO _

(20) 5 Results and Discussion

dr Mn
and 5.1 Benchmark Problems. Three benchmark problems
have been set for testing of ti8Ky method.
dGp(7o) " Gn(70) -0 1) Benchmark Problem 1. The problem of radiative transfer in a
dr Mn plane-parallel slab with a constant scattering albedo and transpar-

ent boundaries, which has been solved by Cengel €t&l, is

gonsidered. The only source in the medium is due to the externally

|%c|)_tropic unit incidence of radiation at the boundary 0. In the
resent formulation, this boundary condition is achieved by set-

ting e;,=60,=1, and e,=6,=p;=p,=0 in Egs. (3) and (4),

The net heat flux can also be formulated by substituting Jelding 1 7(0) =1 andI ~(ro)=0. The hemispherical reflectivity

. h A . - e . and transmissivity for slabs of various optical thicknesses ranging
ﬁ]ppér(%lg?’ﬂon foiE(x), which is obtained in a similar fashion 3Sfrom 70=0.1to7y,=10 are determined for scattering albedos from

Q0=0.2 to Q=0.995.

which are obtained by inspecting,(7) anddG,(7)/d7 at 7=0
and 7= 7. These boundary conditions are mathematical boun
ary conditions in nature, and they are used regardless of the ph
cal wall conditions. In the case of physical symmetr
dG,(7)/dr=0 condition can be imposed.

N The reflectivity and transmissivity are defined as
Ex(X)= >, wye ¥/ (22) _
n=1 _ q (0) (25)
+
Substituting of Eqgs(11) and (12) into Eq. (10), applying the q"(0)
approximation from Eq(22), and usingdG,(7)/d7 to simplify and
the integrals under the summation, the net radiative heat flux can 4
be written as _ 4 (n) 26)
N q'(0)

q(7)=27{1 " (0)Ex(7)— | ~(79)Ea(mo—7)} — 2 Wnﬂﬁm This benchmark problem was also solved with Bjeand theSy
n=1 dr approximations. The convergence of the results is compared with

(23) respect to the exact solutions.
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Table 1 Quadrature Set-2 and 3 for various optical thicknesses

SET-2
Z'()ZO.I TOZO.S T():l 10:2 TOZS
N Hp Wn Hpy Wh Hn Whn Hn Wn Hn Wy
1 10.093831(0.42325410.246967(0.775802{0.339450|0.898735(0.429341(0.9716800.494833[0.999096

2 10.009727(0.028490(0.041573]0.115744|0.072553{0.194779(0.1172330.300925 |0.18347510.444434
0.162172}0.540949{0.3880330.76983410.511856{0.765194/0.631349/0.690612|0.75038910.555279
3 ]0.00324210.008585/0.013640(0.036015|0.02524310.06597410.044292|0.1140840.080620/0.202675
0.023066(0.041128(0.090479|0.144207(0.155567|0.224950/0.248212]0.3149880.3935250.407357
0.21785710.620171]0.468392|0.75245810.596718|0.690097[0.713484]0.567920|0.828230]0.389904
SET-3
1 [0.307715]1.000000|0.446874(1.000000(0.524329]1.000000{0.6092911.0000000.723454|1.000000
2 10.020747(0.065848|0.073617(0.203949{0.116247{0.3009890.169657(0.412471{0.238769|0.548803
0.388207(0.934152|0.560856|0.796051]0.64537610.6990110.727073|0.587529|0.817602[{0.451197
3 10.004820(0.013139(0.020738(0.054922(0.0366270.095156(0.060650{0.154060(0.101263|0.249966
0.041770/0.088868|0.141826|0.230516(0.220205{0.30632810.31911210.372796|0.4583080.427112
0.437310/0.897994|0.622051{0.714562]0.706147]0.598516|0.783340]0.473145]|0.863735]0.322922

Benchmark Problem 2.Four cases with various isotropically 5.3 Numerical Solution Techniques. The optical distance
scattering, homogeneous participating medium at constant teisi-equally divided into 200 grid elements for all the methods in

perature and wall properties are considered: this study, allowing the same second order truncation errors in the
Case 1, 7p=1, =05, 6=0, 0,=1, £,=0.5, p;=0.5, 6, finite difference representation &, Sy, and SKy equations.
=0.5,£,=0.2,p,=0.8; The integral equation, Eq9), is solved using “subtraction of
Case 2,70=0.1, 0,=0.9, =0, 0;=1, £,=0.1, p1=0.9, 6, singularity” technique[17]. In order to minimize the error in the
=2,£,=0.9,p,=0.1; numerical integration, Simpson’s rule, which has a fourth order
Case 3,75=0.5,0=0.75,0=1, 6,=2, £;=1, p1=0, 6,=1, truncation error, is used for approximating the integrals. The re-
£2=0, pp=1; sulting system of linear equations was solved using double preci-

Case 4,70=5,=0.95,0=0, 6,=1,£,=0.4,p;=0.6, =1, gjon LINPACK subroutine§18]. When the walls are black, the
£,=0.6,p,=0.4. wall intensities are independent of the source term, the solution of

Benchmark Problem 3.A plane-parallel slab geometry with Ed- (9) is obtained in a single step. However, when the walls are
space-dependent scattering albedo which was solved by Cleméhgy; the computation of the wall intensities requires the solution
et al.[16], for linear and quadratic variations, is considered. Twef incident energy which necessitates an iterative algorithm. In the
additional albedo variations, exponential and cosine growinglgorithm used, first an initial estimate is made for the incident
damped oscillations, are introduced mainly to severely test tegergy to compute the source term and intensities at the bound-
approximation and its effects with respect to spatially varyingries from Egs(1), (7), and(8). Then, using these wall intensities,
source term not only in the medium but also near the walls. Fx. (9) is solved. The source term is updated before computing the
achieve this purpose, two alternatives for each albedo variationgll intensities to resolve E@9). This procedure is repeated until
of linear, quadratic, exponential and cosine oscillations are caiite maximum relative error between two consecutive incident en-
sidered featuring1) albedo increasing from wall 1 to wall 2 andergy meets the convergence criterigrc10 6. The procedure
(2) albedo decreasing from wall 1 to wall 2. Boundary conditionsonverges usually with less than 10 iterations for absorbing me-
are the same as those of presented in benchmark problem 1. @hen; however, in scattering medium convergence is rather
system has a constant optical patf=1, and the average value slow—15 to 20 iterations.

Qo(7) over the medium is equal to 0.5 in all cases. The Py equations were solved upon employing Marshak
boundary condition8]. When solving thePy equations, the odd
oments were eliminated, resulting iN ¢ 1)/2 second order dif-
erential equations for the even moments. Then the finite differ-
g_ce equations, using second order discretization, were cast in

cation of how well the boundary conditions are satisfi@ithey P1ock tridiagonal form, and direct solution of the difference equa-
are presented in terms of ratios, and any error in these parameti§as using the Thomas algorithfa9] was applied. ,
is strongly felt. To make the comparisons a severe one, relativel™ the Sy approximation, the numerical solution is achieved by

per cent of a parametes, denotingR or T, is computed as using the standard diamond difference scheme Witoint Gauss
follows: quadratures in the whole ranf]. The resulting difference equa-

tions are iterated until the convergence criterionéef10°° is

Pexact™ Papprox met.
M)><100 (27)  The SK, equations were also solved using a second order

finite-difference scheme. The numerical solution procedure is
This error representation results in a large value when the parasimple and straightforward, depending upon the nature of the
eterp is very small, but accurate in 2—3 decimal places. The terproblem, the solution algorithm is an iterative or a direct one that
“error” throughout this paper will be used to imply the relativeexploits block tridiagonal solution of the resulting system of linear
per cent error computed by E@R7). equations. When the walls are black, finite-difference form of the

5.2 Calculation of the Numerical Errors. There are
mainly two reasons for selecting the computed the reflectivity al
transmissivity for comparison$i) since they involve the incom-
ing and outgoing heat fluxes of boundaries, they are a good in

Relative Error
exact
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Table 2 Comparisons of grid sensitivity and computational time (CPU seconds) for Case 1

Number of grids used
50 100 200 400 800

Methods r CPU r CPU r CpPU Tr CPU r CPU
(sec) (sec) {sec) (sec) (sec)
Exact 0.346935| 0.11 10.346923| 0.37 |0.346920( 1.89 |0.346920( 17.26 |0.346919| 125.6
Y 0.346869| 0.42 {0.346909| 0.93 [0.346913| 2.24 {0.346914| 6.59 |0.346914] 13.98
B, 0.347036| 0.02 10.346965| 0.03 |0.346946| 0.05 |0.346942| 0.11 |0.346940| 0.18
SK1 0.346897} 0.02 [0.346874] 0.03 [0.346868| 0.07 |0.346866| 0.11 [0.346866| 0.22
SK2 0.346950] 0.03 {0.346927| 0.06 [0.346921| 0.11 [0.346919| 0.22 |0.346919| 0.45
SK3 0.346951| 0.05 {0.346928] 0.09 10.346921| 0.17 {0.346919] 0.35 |0.346919| 0.68
SK, 0.346950| 0.07 {0.346927( 0.12 [0.346921( 0.22 [0.346919| 0.46 |0.346919| 091
SK 0.3469491 0.09 {0.346927| 0.15 {0.346921| 0.28 10.346919| 0.58 |0.346919| 1.15

SKy equations can be cast into block tridiagonal form just as i0.45 sec. On the other hand, the cpu time V8% approximation
Py method; otherwise, an iterative algorithm is applied. The als 1.15 sec, making even higher ordgKy approximations cpu
gorithm used is basically the same as described for the RITE, liimhe-wise superior toS;,g with 13.98 seconds and the exact
Eqg. (19) is solved to obtain incident energy instead of E). method with 126.6 seconds.

5.4 Memory Requirement and Computational Time. If 5.5 The Spherical Harmonics and the Discrete Ordinates
we let NG be the number of grids used aNde the order of an solutions in Homogeneous Medium. Benchmark problem 1
approximation, then the basic computational memory requiremegis solved using RITE, and compared with the solutions of Ref.
for storage of the resulting system of algebraic equations gre5], the integral equation solutions were 5—6 decimal places in
NG X(NG +1) for the RITE and XNXNG for Sy. If Py equa- agreement with those reported. In addition to their solutions for
tions are solved as a second order coupled differential equatiogfhedos of 0.2, 0.8, and 0.995, exact solutiond)gf=0.5 were
the memory requirement isNH 1) X(N+1) X(2XNG —1)/2 for added to the comparison set.
block tridiagonal system of equations dN{1)X(2XNG—1) Benchmark problem 1 was also solved using he Pg, P,
for an iterative algorithm combined with the solution of tridiagop,, andP,; spherical harmonics, and ti8,, S,s, Ses, andS; s
nal system of equations for even moments. Basically the secomighroximations. The results were truncated to five decimal places
order Py equations for planar geometry and tB&y equations hased on the error calculations. The relative errors for the trans-
have similar forms; thus the same memory requirements apply {@issivity and reflectivity are tabulated in Table 3. As expected,
both methods. . _ both methods converge towards the exact solution as the order of

This study was carried out on a Pentium 111 667 MHz process@ipproximations are increased, the largest errors being in absorbing
with 128 Mb RAM. Several cases of grids ranging from 50 to 80fhedium (1,<0.5). As the medium becomes strongly scattering
are considered to ensure grid independence of the presented saiy;>0.5), both approximations yield smaller errors. However,
tions. In Table 2, a comparison of the computed transmissivity aggk convergence of optically very thin systei@s1—0.5 mfp)is
computational timegcpu) obtained using the exad®,;, Sj;gand  slower than moderately thin systerfis-2 mfp3 with both meth-
SKy (with Set-2)approximations up to the fifth order is given forods. For optically thick systems, such as 10 mfp, convergence to
Case 1 of benchmark problem 2. A comparison for the indicatgfle exact solutions in the order of 1 percent is reached at relatively
grid configurations yields relative errors less than 0.002 percagiy orders—$, and Py. The Sg, and S;,g solutions converge to
with 200 grids for all approximations. The exact solution even fahe exact solutions for incident radiation and heat flux in 3—4
the smallest grld Configuration, 50, is accurate at least in fodécima| p|acesl and the errors are below 0.5 percent and 0.1 per-
decimal places as a result of the use of Simpson’s integration rud@nt, respectively, with highest errors aj=0.1. On the other

For the number of grids of 100 to 800, cpu times of the eXagfand, convergence of tHey approximation to the exact solution
solution are 0.37, 1.89, 17.26, and 125.6 seconds, respectiv@lith increasing order is rather slow compared to that of the DOM.
Similarly, the cpu times fofS;g are 0.93, 2.24, 6.59, and 13.98,with P, approximation, errors of up to 60 percent fge=0.1 and
while for the Pll these values result in 0.03, 0.05, 0.11, and O.l&)sorbing medium are encountered; Simi|ar|y nf@r_— 10 and ab-
seconds, for 100 to 800 grids, respectively. These comparativelyrbing medium, the errors of the reflectivities are in the range of
small cpu times o are as a result of the direct solution of 61030 percent. These large errors are partly due to the exact val-
X6XNG block tridiagonal system of equations; however, thiges being very small combined with the definition of error by Eq.
simplicity of the Py equations and numerical treatment in plana27) yielding very high values. In these cases, where the errors
geometry is difficult to extend to multi-dimensional geometries.yvere very large, the convergence was achieved in 2—3 decimal

The cpu times of th&Ky approximation with other quadrature places. ForP,, solutions, the errors are reduced to by at least
sets is the same since only the quadrature coefficients are 1@sth of those of; for optically thin systems. When solutions for
placed. The cpu times for 200 grids are 0.07, 0.11, 0.17, 0.22, 0.1 and absorbing medium are examined, the errors in the
0.28 sec while these figures for 800 grids are 0.22, 0.45, 0.68flectivity are higher than those of transmissivity. To reach the
0.91, and 1.15 sec, for increasing orders of 8% approxima- accuracy levels 06,,q for optically very thin systems, they

tion, respectively. A comparison of the cpu times with those of thgyproximations of orders above 20 are needed.
other methods for 800 grids, which may be considered as a more

realistic case in multi-dimensional problems, shows thatSkg 5.6 The SKy Approximation Solutions in Homogeneous
and SK3 approximations converge the exact solution in 0.22 aridedium. The errors using th&Ky approximation of orders up

678 / Vol. 124, AUGUST 2002 Transactions of the ASME

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 3 Comparison of P, and S, with the exact solutions of the benchmark problem 1

1'0:0.1 2'0:0.5 T():l 7022 2'025 TOZIO
R r R I R I R I R I R I
Exact |0.200]0.01460(0.8469610.0371510.47432(0.04394{0.24627]0.04608}0.07274|0.04628,0.00245|0.046350.00001
0.500]0.03843 0.8704410.1076810.53499{0.13417[0.30671]0.14509{0.10706|0.146590.00529|0.14675 | 0.00004
0.800|0.06493 |0.8965710.2056210.62197(0.28015/0.41625{0.3279610.19727|0.3417610.02292{0.342180.00065
- 10.99510.08379(0.91521{0.2932410.701780.44124|0.54884|0.59881]0.38155(0.763690.18923|0.828790.08667
Sis 0.200| -4.25° | 0.34 -2.10 | 0.54 -1.62 0.42 -1.52 0.47 | -1.51 0.41 -1.34 0
0.500{ -3.49 0.25 -1.72 0.43 -1.27 0.36 -1.17 0.39 -1.13 0.38 -1.02 | -1.25
0.800] -2.63 0.19 -1.27 | 0.36 -0.86 034 | -0.71 0.35 -066 | 048 | -0.58 | -1.31
0.995( -2.06 0.19 -0.90 0.37 -0.51 0.24 029 | -045 | -0.11 | -0.58 0.03 -1.23

Method Q 0

Sy 0.200; -1.71 | 0.14 | -0.57 | 0.11 -0.46 | 0.12 | -041 0.12 | 039 § 041 | -0.24 0
0.500] -143 | 0.11 045 | 009 | 035 | 0.10 | 032 | 0.10 | -0.29 0 -0.18 | -0.05
0.800| -1.11 | 008 | 033 | 009 | 023 | 009 | -0.19 | 0.11 | -0.17 | -0.04 | -0.10 | -0.37
0.995| 091 | 008 | 024 | 0.10 | -0.13 | 0.11 007 | -1.19 | 002 | -025 | 0.10 | -0.87

Se4 0.200| -0.27 | 002 | 008 | 002 | -0.07 | 0.02 | -0.04 | 0.01 | -0.04 0 0.11 0

0.500| -0.21 | 0.01 -0.07 | 0.01 | -005 | 001 | -0.05 | 0.02 | -0.02 0 0.09 0
0.800| -0.15 | 001 -0.05 | 001 | -0.10 | 004 | -0.02 | 002 | 0.01 0.13 0.08 0.05
0.995| -0.14 | 0.01 -0.03 | -0.01 | -0.01 0 0.17 0.03 0.01 0.14 0.12 0.81
S128 0.200| -0.07 0 -0.03 0 -0.01 | 0.01 0 0 -0.01 0 0.03 0
0.500| -0.05 0 -0.01 0 -0.01 0 -0.01 0.01 | -0.02 0 0.02 0
0.800| -0.06 0 -0.01 0 -0.02 | 001 | -0.01 0 0.01 0.02 0.06 0
0.995| -0.04 0 -0.01 0 0 0 0.02 0.01 0.01 0.02 0.06 0.09
P 0200} 59.59 | -0.32 | 4092 | 1.56 | 3548 | 2.18 | 3429 | -1.17 | 33.56 | -4.90 | 31.26 0
0.500| 1842 | -0.53 | 9.31 0.37 7.54 0.98 725 | 035 | 7.10 | -3.02 | 6.70 0
0.800) 944 | 063 | 279 | -047 1.60 | -0.13 1.37 | <030} 132 | -1.00 | 129 | -0.74
0.995} 7.11 | -0.65 161 | -067 | 053 | 043 | 0.19 | 029 | 006 | -0.20 | 0.07 | -0.14
Py 0.200] 3445 | -0.10 | 1855 | 0.65 | 1620 | 0.06 | 1554 | -0.82 | 1467 | 0.82 | 12.08 0
0.500| 10.12 | -0.24 | 3.99 0.20 341 | 0.03 | 3.20 | -0.53 | 3.04 0 2.62 0
0.800| 496 | -0.32 102 | 014 | 071 | 0.16 | 0.61 031 | 056 | -0.26 | 0.55 | -0.42
0.995| 370 | -034 | 050 | -0.21 | 0.19 | -0.16 | 009 | -0.14 | 003 | -0.08 | 0.05 | -0.06
Py 0.200| 22.26 | -0.01 | 10.58 | 0.23 933 | <021 | 879 | -0.19 | 7.89 0 5.11 0
0500 625 | -0.12 | 2.26 0.05 197 | 017 } 1.79 | 020 | 163 0 1.19 0
0800 293 | -0.19 [ 055 | -008 | 043 | -0.15 | 034 | -0.17 | 030 | -0.17 | 029 | -0.14
0.995| 215 | 020 | 024 | -0.10 | 0.12 | -0.10 | 0.05 { -008 | 0.02 | -0.05 | 0.05 | -0.03
P, 0.200| 1534 | 0.02 6.92 0.05 605 | 016 | 562 | 004 | 4067 0 1.77 0
0.500| 4.14 | -0.06 150 | -0.02 128 | -0.14 1.13 | -0.08 | 0.98 0 0.51 0
0.800| 185 | -0.11 | 038 | <007 | 029 | -0.11 | 0.21 -0.10 § 0.19 | 009 | 0.18 | -0.09
0.995| 135 | -0.12 } 016 | -007 | 0.09 | -0.07 | 0.03 -0.05 | 0.02 | 003 | 005 | -0.02
P 0.200( 11.2 0.03 490 | 002 | 421 | 009 | 38 | 001 ;| 290 0 -0.09 0
0.500;] 2.89 | -0.03 109 | 005 | 089 | -0.09 | 0.78 | -0.05 | 0.62 0 0.14 0
0.800| 123 | -007 | 029 | -006 | 020 | -008 | 0.15 | -0.07 | 0.13 | -0.09 | 0.11 -0.02
0.995| 088 | -008 | 0.13 | -005 | 006 | -0.05 | 0.02 | -003 | 0.02 | -0.02 | 0.05 | -0.01

SRelative percent errors computed with Ef7) are truncated two decimal places.

to 3 with the three quadrature sets are tabulated in Table 4. Tieens are lower than Set-1 but worse than Set-2. However, for
errors fromSK; approximation for Set-1 and Set-3 increase witloptically rather thick systems such as=5 andry= 10, the errors
increasing scattering albedo. For Set-1, the errors are high fme as high as 30—40 percent. For example, SKg approxima-
optically thin systems; forry=0.1 the errors change from 1.37tion for (1;=0.5 yields 25 percent errors in the transmissivity
percent forQ);,=0.2 to 7.55 percent fof) ,=0.995. Similarly, for with all three sets. The exact value is 0.00004 while the computed
70=0.5 the errors range from 1.62 percent fog=0.2 to 11.67 values are 0.00003 with Set-1 and 2, and 0.00005 with Set-3.
percent for(),=0.995 and forr,=1 the errors range from 1.16 These values are in four decimal places in agreement with the
percent for{);=0.2 to 9.94 percent fof) ;= 0.995. The best con- exact value. On the other hand, t8&; approximation for(}
vergence for optically very thin systems is achieved with quadra=0.8 yields 46 percent error in the transmissivity with all sets.
ture Set-2 inSK; approximation. However, errors still increaseAgain while the exact value is 0.00065, the computed values are
with increasing optical path. For optically thin systems, the sol®.00035. The magnitude of these errors, here, can be partly attrib-
tions of 4—5 decimal places agreement was common. As the ordéed to truncation error.

of approximation is increased, the errors for optically thick sys- The SK, approximation with Set-2 yielded solutions better than
tems is also reduced. For Set-3, the errors for optically thin syS;,g and P, approximations; in facEK; approximation alone is
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Table 4 Relative error for the solutions of the benchmark problem 1 with the SK approximation

TOZO.l 1'0:0.5 T():l 2'022 70:5 TO=10
Method! Qo = T T R 1| T | R | T | R | T | R]T]|]RI]T
137 0.02 1.62 0.10 1.16 0.06 0.93 0.08 0.91 1.22 0.88 0
0.200 0! 0 0.03 0 0.18 0 0.50 0.01 0.86 1.22 0.88 0
0.34 0.01 1.00 0.06 1.43 0.10 2.00 -0.01 2.79 -1.63 3.28 0
3.62 0.16 4.56 0.77 334 0.61 243 -0.45 236 1 529 2.31 25.0
0.500 0 0 0.10 -0.01 0.39 -0.04 1.14 0.01 224 5.86 2.31 25.0
, 0.88 0.04 2.87 0.45 4.18 0.89 5.71 0.61 1.17 -11.53 9.40 -25.0
*SK] 5.96 043 8.42 243 6.58 2.50 4.15 -0.54 3.63 6.54 3.57 46.1
0800} 0.02 0 0.12 -0.03 0.46 -0.16 1.46 -0.51 3.39 7.55 3.57 46.1
1.52 0.11 5.34 1.46 8.28 347 11.59 5.39 1577 | -12.61 | 18.54 46.1
7.55 0.69 11.67 4.37 9.94 5.43 5.66 0.96 1.06 -6.35 0.35 0.13
0.995 0 0 0.10 -0.05 0.59 -0.36 0.79 -1.84 0.72 -5.63 0.35 0.02
1.93 0.17 7.48 2.68 12.53 728 19.45 16.07 | 29.07 | 28.73 3421 29.3
0.62 0.01 0.16 0 0.07 0 0.09 0.03 0.06 0 0.06 0
0.200 0 0 0 0 0.02 0 0.02 0 0.04 0 0.04 0
0 0 0 0 0.02 0 0.07 0.01 0.11 0 0.17 0
1.64 0.07 0.44 0.04 0.09 -0.06 0.15 0.17 0.15 -0.19 0.10 0
0.500 0 0 0 0 0.01 0 0.01 0 0.08 0 0.09 0
, 0 0 0.01 0 0.03 0.01 0.09 0.07 0.27 0 0.35 0
SKz 2.76 0.20 0.77 0.13 -0.05 0.24 0.08 0.25 0.12 -0.09 0.04 0
0.800 0 0 0 0 0 0 0.01 -0.01 0.05 0.13 0.03 0
0.03 0 0 0 0.01 0.03 0.07 0.14 0.27 0.52 0.36 -0.31
3.52 0.32 1.05 0.25 -0.34 -0.56 -0.29 -0.16 -0.05 0.12 0.12 0.14
0.995 0 0 0 0 0 0 -0.01 -0.01 -0.04 -0.07 -0.12 -0.14
0.02 0 -0.01 0 .02 0.01 -0.05 0.06 -0.10 0.21 -0.15 0.29
0.25 0 -0.02 0 0.02 0 0.02 0 -0.01 0.16 -0.02 -10.0
0.200] -0.01 0 -0.01 0 0.01 0 0.01 0 -0.02 0.16 -0.02 -10.0
-0.01 0 -0.01 0 0.01 0 0.01 0 -0.01 0.16 -0.01 -10.0
0.67 0.03 -0.05 -0.02 0.01 0.02 0.02 0.01 0 0.08 -0.05 0
0.500 -0.01 0 0 0 0 0 0 0 -0.02 0.04 -0.06 0
-0.01 0 0 0 0 0 0 0 -0.01 0.06 -0.04 0
SK3 0.17 0.08 -0.14 -0.07 -0.02 0.02 0.02 0.03 -0.01 0 -0.09 -0.07
0.800) 0.01 0 0 0 0 0 -0.01 0 -0.02 -0.03 -0.10 -0.07
0.01 0 0 0 0 0 0 0 0.02 -0.01 -0.08 -0.07
1.47 0.13 0.25 -0.13 -0.09 0.02 0.01 0.05 0.03 0.04 -0.10 -0.05
0.995) -0.01 0 0 0 0 0 -0.01 0 -0.03 -0.02 .10 0
-0.01 0 0 0 0 0 -0.01 0 -0.03 -0.02 -0.10 -0.06

*In each box, the values from top to bottom are the percent relative errors for Set-1, Set-2, and Set-3, respectively.
"The truncated error value in two decimal places is zero.

better than converged solutions of tRe; approximation for op- and 2.31 percent, 2.2 percent, 4.93 percent in Case 4. Using Set-2
tically thin systems. TheSK, and SK; approximations with yields substantial improvement in the results except in Case 4
quadrature sets 1 and 3 yielded errors of several percentyforwhich is not only optically thick but also purely scattering me-
=0.1 and7,=0.5 while excellent agreement with exact solutiomium. It is noted that the order of the errors in this case are nearly
is observed with Set-2 for all the cases. The magnitude of tieentical with those of Set-1—2.3 percent and 1.96 percent. This
errors in the computed transmissivity feg=10 are reduced. is because, quadrature Set-2 is nearly identical to Gauss quadra-
In benchmark problem 2, four cases were considered. Whilere values ofu,;=0.5 andw;=1. Low order approximations for
S, approximation yielded the maximum error of 0.002 percemptically thick systems are not adequate.
(in Case 1), thé®, approximation yielded generally higher errors The SK, approximation with Set-2 practically yields the exact
with the largest error being 0.47 percent in case 1. The results fesults, the solutions with the other sets trailing behind but with
the transmissivity and reflectivity in six decimal places for ordersubstantial improvement. Using Set-1 resulted in the maximum
of SKy approximation up to 4 are given in Table 5. The casesror of 0.48 percent while this value in Set-3 is 0.15 percent.
under consideration have been chosen from mostly scattering riwever, theSKy approximation, with the exception of optically
dium since the largest errors in low ord8Ky approximations thick Case 4, yielded either the exact values or errors of less then
occurred in scattering medium. The results of 81§ approxima- 0.1 percent with sets 1 and 2 as the order was increaseds Kge
tion with Set-2 are in good agreement with the exact solutionsolutions with Set-2, for optically thin systems, are converging the
For optically thin systems 4—5 decimal places accuracy is normeakact solution much faster at low orders.
yielding errors of less than 0.25 percent with quadrature Set-2Changing the physical wall conditions has no adverse effect on
while encountering several percent errors with other sets. Ttiee solution and convergence to the exact solutions as the order of
maximum errors, for sets 1 through 3, are 2.6 percent, 0.22 pé#re SKy approximation is increased since the boundary terms that
cent, 3.35 percent in Case 1, 1.01 percent, 0.0 percent, 3.98 @aeount for the emissions and reflections from the walls, 8q3.
cent in Case 2, 6.42 percent, 0.02 percent, 3.98 percent in Casarg] (23), are exactly preserved in ti&Ky equations. However,
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Table 5 Solutions of the benchmark problem 2

Method Case 1 Case 2 Case 3 Case 4
R r R I R T R I
Exact | 0.226091 | 0.346920 | 1.103127 | 0.991760 | 0.659400 | 0.759848 |} 0.701376 | 0.793224
S 0.226105 | 0.346913 | 1.103063 | 0.991764 | 0.659428 | 0.759848 | 0.701348 | 0.793188
P, 0.225024 | 0.346946 | 1.103121 | 0.992834 | 0.659691 | 0.758842 | 0.701043 | 0.793020
0.220205% | 0.343354 | 1.103028 | 0.981779 | 0.617055 | 0.730349 | 0.685152 | 0.777681
SK, | 0.225597 | 0.346868 | 1.103127 | 0.991760 | 0.659259 | 0.759807 | 0.685954 | 0.778898
0.218508 | 0.342027 | 1.103102 | 0.989237 | 0.633124 | 0.741621 | 0.666815 | 0.760499
0.226058 | 0.347069 | 1.103081 | 0.987153 | 0.656233 | 0.757730 | 0.701126 | 0.793063
SK, | 0.226087 | 0.346921 | 1.103127 | 0.991760 | 0.659401 | 0.759849 | 0.701510 | 0.793310
0.226027 | 0.346860 | 1.103127 | 0.991728 | 0.659358 | 0.759816 | 0.700301 | 0.792501
0.226047 | 0.346863 | 1.103108 | 0.989848 | 0.660313 | 0.760509 | 0.701555 | 0.793378
SK, | 0.226093 | 0.346921 | 1.103127 | 0.991760 | 0.659402 | 0.759849 | 0.701556 | 0.793384
0.226092 | 0.346921 | 1.103127 | 0.991760 | 0.659402 | 0.759849 | 0.701547 | 0.793375
0.226068 | 0.346898 | 1.103121 | 0.991118 | 0.659604 | 0.759989 | 0.701555 | 0.793384
SK, | 0.226092 | 0.346921 | 1.103127 | 0.991760 | 0.659402 | 0.759850 | 0.701553 | 0.793383
0.226093 | 0.346922 | 1.103127 | 0.991760 { 0.659402 | 0.759850 | 0.701555 | 0.793385

*The values from top to the bottom are solutions obtained using Set-1, Set-2, and Set-3, respectively.

the scattering albedo does have an effect on the solution and thethe ()o(7) =0.2+0.67 case, albedo increasing linearly from
convergence of th&Ky approximation, especially at low orders.minimum value of 0.2 at wall 1 to maximum value of 0.8 at wall
This issue is discussed in detail in section 5.8. 2, the errors wittSK, , for reflectivity and transmissivity, are 2.47
percent, 0.99 percent;0.07 percent, 0.04 percent and 3.27 per-

5.7 The SKy Approximation Solutions in INhomogeneous .ot 1 31 percent, for Sets 1 through 3, respectively. The errors
Medium. The spatially varying scattering albedos cases de-

scribed as benchmark problem 3 are solved with exgigh, and with SKZ_ are qlramatlcally r_educed in magnitude yielding the ex-
SK,, approximations. The reflectivity and transmissivity value&Ct Solution with Set-2, while these errors aré.19 percent and
are used in comparisons. The solution of the RITE for linearly and?-03 Percent using Set-1, ane0.02 percent and 0.01 percent
quadratically varying cases also reported in REf6] were Using Set-3, respectively. As with ti&K; approximation using
generated. Set-2 and 3 yields the exact solutions, using Set-1 resuti@3

In Table 6, the reflectivity and transmissivity values, for linearlpercent and 0.01 percent errors. §K, approximation using
and quadratically varying albedo cases, are tabulated up to fhet-1, the errors are less than 0.01 percent, andSHthandSK,
fourth orderSKy approximations, using the three quadrature setssing Set-2 and 3 are the converged exact solutions. In the

Table 6 Solutions for linearly and quadratically scattering albedo cases
Scattering Albedo, Q,(7)
08-0.67 04-027+067"

Method

02+0.6r 1-1.47+0.672

R

r

R

I

R

I

R

r

Exact

0.089797

0.308978

0.188810

0.308978

0.108268

0.307972

0.216639

0.311079

S128

0.089800

0.308959

0.188832

0.308964

0.108279

0.307956

0.216663

0.311064

SK,

0.087580°
0.089863
0.086861

0.305916
0.308863
0.304931

0.178051
0.186555
0.176079

0.305917
0.308864
0.304932

0.105533
0.107989
0.104734

0.305617
0.307716
0.304742

0.201273
0.212532
0.198844

0.307061
0.310493
0.306015

SK,

0.089964
0.089798
0.089811

0.309061
0.308978
0.308949

0.187832
(0.188802
0.188703

0.309062
0.308979
0.308950

0.108212
0.108265
0.108221

0.307927
0.307977
0.307904

0.214606
0.216624
0.216374

0.310899
0.311084
0.311027

SK,

0.089828
0.089797
0.089797

0.308960
0.308978
0.308978

0.188745
0.188813
0.188812

0.308961
0.308979
0.308979

0.108227
0.108269
0.108268

0.307891
0.307973
0.307972

0.216413
0.216645
0.216644

0.311033
0.311081
0.311081

SK,

0.089792
0.089797
0.089797

0.308965
0.308978

0.308978

0.188801
0.188813
0.188813

0.308966
0.308979

0.308979

0.108254
0.108269

0.108269

0.307959
0.307972

0.307973

0.216621
0.216645

0.216645

0.311072
0.311080

0.311081

$The values from top to the bottom are solutions obtained using Set-1, Set-2, and Set-3, respectively.
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Table 7 Solutions for exponential and cosine oscillating albedo cases
Scattering Albedo, Q,(r)
0.790988exp(—7) 0.790988exp(-[1-7]) | 0.5+0.57cosl2zr [0.5+0.5(1-7)cos12z(1-7)
R I R r R r R I

Exact | 0.180592 | 0.308307 | 0.098893 | 0.308307 | 0.133965 | 0.307242 | 0.137972 | 0.307242
S,s | 0-180614 1 0.308294 | 0.098900 | 0.308290 | 0.133951 | 0.307180 0.137959 | 0.307180

0.170986% | 0.305675 | 0.096501 | 0.305674 | 0.129264 | 0.305006 | 0.132671 | 0.305007
SK, | 0.178490 | 0.308166 | 0.098844 | 0.308165 | 0.133224 | 0.306956 | 0.136631 | 0.306956
0.169195 | 0.304749 | 0.095744 | 0.304748 | 0.128142 | 0.304150 | 0.131538 | 0.304150
0.180579 | 0.308310 | 0.098892 | 0.308309 | 0.133632 | 0.307041 | 0.137050 | 0.307042
SK, |0.179642 | 0.308350 | 0.098985 | 0.308349 | 0.133831 | 0.307012 | 0.137446 | 0307013
0.180454 | 0.308259 | 0.098883 | 0.308259 | 0.133753 | 0.306889 | 0.137236 | 0.306889
0.180485 | 0.308260 | 0.098896 | 0.308256 | 0.133773 | 0.306885 | 0.137258 | 0.306886
SK, |0.180595 | 0.308308 | 0.098893 | 0.308308 | 0.133944 | 0.307201 | 0.137924 | 0.307201
0.180594 | 0.308308 | 0.098893 | 0.308307 | 0.133914 | 0.307147 | 0.137782 | 0.307148
0.180574 | 0.308294 | 0.098884 | 0.308293 | 0.133824 | 0.306995 | 0.137439 | 0.306996
SK, |0.180595 | 0.308308 | 0.098893 | 0.308307 | 0.133945 | 0.307207 | 0.137964 | 0307208
0.180596 | 0.308308 | 0.098893 | 0.308307 | 0.133950 | 0.307215 | 0.137976 | 0.307215

$The values from top to the bottom are solutions obtained using Set-1, Set-2, and Set-3, respectively.

Method

Q,(7)=0.8—0.67 case, albedo decreases from maximum value of benchmark problem 3 with the exa&;,g and theSKy ap-
0.8 at wall 1 to the minimum value of 0.2 at wall 2. The transproximations are given for the exponential and cosine oscillating
missivity values of five to six decimal places accuracy with thscattering albedos cases.
Qo(7)=0.2+0.67 case are observed yielding the same errors in In the Qy(7) =0.790988 exp(-r) case, albedo decreasing from
transmissivity. TheSK; errors for the reflectivities are 5.70 per-its maximum value of about 0.79 at wall 1 to its minimum value
cent, 1.19 percent, and 6.74 percent for Set-1 through 3, respef-about 0.29 at wall 2, the errors for the reflectivity and
tively. The errors withSK, approximation are reduced to 0.52transmissivity for SK; are 5.32 percent, 0.85 percent; 1.16
percent, 0.004 percent, and 0.06 percent, for sets 1 throughp@&rcent, 0.05 percent, and 6.31 percent, 1.15 percent, for sets
respectively. InNSK; approximation, using Set-2 and 3, convergethrough 3, respectively. Witls K, approximation, the reflectivity
to the exact solution on 5-6 decimal places while using Setelrors are reduced to 0.01 percent, 0.53 percent and 0.08
yields the error of 0.03 percent. On the other hand, the reflectivigrcent, in sets 1 through 3. Higher ordeKy approximations
error SK, approximation is 0.002 percent while tB&; andSK, yield errors less than 0.06 percent with the errors being larger with
approximation that uses Set-2 and 3 converges five decimal plagrs-1 while Set-2 and Set-3 converge five decimal places accurate
of the exact solution. The errors in both reflectivity and transmisolutions with the exact solution. On the other hand, in the
sivity with S, approximation yield errors of 0.01 percent or lesg) ,( 7) = 0.790988 exp(f1—7]), albedo increases from about 0.29
for both cases. value at wall 1 to about 0.79 value at wall 2. The errors for the

In the Qo(7)=0.4—0.27+0.67% case, albedo takes 0.4 and 0.8eflectivity and transmissivity foBK; are 2.42 percent, 0.85 per-
values at wall 1 and at wall 2, respectively. The reflectivity andent; 0.05 percent, 0.05 percent; and 3.18 percent, 1.15 percent,
transmissivity errors withSK; approximation are 2.53 percent,for Set-1, Set-2, and Set-3, respectively. The largest reflectivity
0.76 percent; 0.26 percent, 0.08 percent; and 3.26 percent, 1eDfpr with —0.09 percent is ifSK, approximation using Set-2
percent, for sets 1 through 3, respectively. HowevelSKy ap-  while the other sets produce errors less than 0.02 percent. While
proximation, these errors are reduced below 0.05 percent for baitle SK; and SK, approximations using Set-1 converge the exact
the transmissivity and reflectivity. I8K; approximation using value in 5—6 decimal places, the maximum errors are 0.02 percent
Set-1 yields 0.04 percent and 0.03 percent errors in reflectivilyith SK; and 0.01 percent wit§ K, approximations.
and transmissivity, respectively; these valuesSi{, approxima- In the Qy(7)=0.5+0.57 cos 1277 case, scattering albedo os-
tion are reduced below 0.01 percent. TB&,, SK;, andSK, cillates around 0.5 while magnitude of the oscillations grow to-
approximations using Set-2 and 3 yield 4-5 decimal places acauvards wall 2 where it takes the maximum value of 1.0. The errors
rate solutions with increasing orders. In th,(7)=1—1.47 for the reflectivity and transmissivity foBK; approximation are
+0.672 case, albedo has the largest value of 1 at wall 1 decreas®i§l percent, 0.73 percent; 0.55 percent, 0.09 percent; and 4.35
towards to the value of 0.2 at wall 2. The reflectivity and trangercent, 1.01 percent, for sets 1 through 3, respectively while, in
missivity errors withSK; approximation are 7.09 percent, 1.295K, approximation, the errors in both reflectivity and transmis-
percent; 1.90 percent, 0.19 percent; and 8.21 percent, 1.63 psévity are reduced to 0.25 percent, 0.07 percent, 0.10 percent, 0.07
cent, for set 1 through 3, respectively. 3K, approximation, the percent; and 0.16 percent, 0.11 percenS Ky approximation, the
maximum errors are observed in reflectivity with 0.94 percengrrors using Set-1 yield 0.014 percent while the maximum errors
0.01 percent, and 0.12 percent, for Set-1, Set-2, and Set-3 whiking Set-2 and Set-3 are in reflectivity with 0.02 percent and 0.04
the maximum error in the transmissivity is 0.06 percent in Set-percent. TheSK, approximation with Set-1 yield 0.11 percent
The error in reflectivity usingsK; approximation with Set-1 re- error in reflectivity and 0.08 percent in transmissivity as the solu-
sults in 0.1 percent while the errors with the other sets includiripns with Set-2 and 3 vyield four decimal places accurate
those of theSK, is less than 0.01 percent yielding four decimakolutions. On the other hand, in th&y(7)=0.5+0.5(1
places accurate solutions. —7)cos 12r(1—r) case, starting from the value of 1.0 at wall 1

In Table 7, the computed transmissivity and reflectivity valuescattering albedo oscillations around 0.5 are damped towards wall
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Thus, not only the zeroth but also the other spatial moments as
applied to the RITE do not yield the exact integrals even for Set-2
and Set-3, except at=0, though the magnitude of the errors
made in Eq(28) are much smaller with Set-2 and 3 than Set-1 in
optically thin systems. Thus, the magnitude of source term and its
profile near wall 1 where the errors of the approxim&atér) are
relatively greater will have greater impact onto the overall inte-
gration errors, especiallgK; and SK, approximations.

In homogeneous absorbing mediufl{—0), the mentioned
errors in low order approximations are further reduced since the
magnitude of the source is reduced as well. On the other hand, for
strongly scattering medium{Y,—1) the source term will be
greater than in the absorbing medium; thus both the synthetic
kernel approximation and the integration errors combined have
the full impact on the solution.

In inhomogeneous medium, the scattering albedo alternatives
of  Qy(7)=0.8-0.67, Qo(7)=1—1.4r+0.672, Qo(7)
=0.790988 exp(-) and Qy(7)=0.5+0.5(1-7)cos 127(1—17)
turn out to be very good examples of displaying the importance of
the source term behavior near wall 1. In comparison to the other
scattering albedo alternatives where the source term is relatively
T small, the scattering albedos with larger values amplify the source
near wall 1. TheSKy approximation performs remarkably well
even under these circumstances, for exampl&Kp approxima-
tion the maximum errors using Set-2 are 1.19 percent for linear,
1.9 percent for quadratic, 1.16 percent for exponential and 0.97
percent for cosine scattering albedos. With ¢ approximation
mae maximum errors using Set-2 are 0.01 percent for linear and
quadratic, 0.53 percent for exponential and 0.38 percent for cosine
ﬁ{:attering albedo cases. All of these maximum values are obtained
in large albedo variations near wall 1. The accuracy is improved

Absolute Error

0.0

Fig. 1 The absolute errors of the first order exponential inte-
gral function using one- and two-term synthetic kernels with
Set-1, 2, and 3

2. While the errors in transmissivity are about the same as in t
case of()4(7) =0.5+0.57 cos 1277, the errors in reflectivities are
generally higher and persistent in low order approximations. Wi

SK; approximation, the reflectivity errors are, 6k, 3.84 per- significantly with theSK; andSK, approximations yielding solu-

cent, 0.97 percent and 4.66 percent; 8K, 0.67 percent, 0.38 > . ;
percent and 0.53 percent; f&K, 0.52 percent, 0.03 percent andtlons, even in such worst cases, better than or equivalent to those

0.14 percent; forSK, 0.39 percent, 0.01 percent, anc0.003 Most of the errors encountered in tBdy approximation were
percent, for sets 1 through 3, respectively. . L o .
observed in the reflectivity rather than transmissivity. Foregoing

5.8 Accuracy of the Synthetic Kernels. To illustrate the error assessment could be extendedEtgx) and its synthetic
behavior and the convergence of tB&y approximation with approximation, Eq(22). Here, the spatial moments Bf(x) also
increasing orders, we define the absolute error for the exact aarg not exactly preserved. In calculating the incoming heat flux,
the approximate first order exponential function &(7) EQq.(12), at7=0, the integral ofS(x)E,(x) is required over the
— 3w, exp(— u.)/ u, . The variation of absolute error, as a func-optical domain which presents two kinds of err@y: the source
tion of space, forr,=1 andN=1 and 2 with three quadratureterm near wall landii) low order of the synthetic kernel approxi-
sets, is shown in Fig. 1. Here, the absolute error for the rang&tion. On the other hand, in the outgoing heat flux=atry, Eq.
0.1s=7=<1 is depicted to allow an enlarged picture of the fit in thé€11), S(x)E,(79—X) term is integrated which reduces the source
rest of the domain. In Fig. 1, the asymptotic behaviorat0 is term magnitude with a weight function—namelfz,( 79— Xx)
clearly visible for all sets. However, elsewhere in the interval, thehich takes smaller values for=0.
absolute errors decrease in magnitude for increasingor N
=2, the magnitude of the errors are further decreased. Noting that i
the integrals of the exact and the approximég ) over the © Conclusion
optical domain are the firgzeroth)moment—M(1)—itis clear  The SKy approximation is applied to solve integral radiative
that the difference between the exact and the approximate nMi@msfer equations in plane parallel participating homogeneous and
ments will be zero for Set-2 and 3, while for Set-1 this differenchomogeneous medium. The solutions for the test cases are com-
yields —0.0132,-0.0034 and 0.0017, fdN=1, 2 and 3, respec- pared with the exac§y andPy methods. In th&Ky approxima-
tively. This implies that the integral d§(7)E;(7), in which the tion, one has to deal with a few second order coupled differential
source term can be described by a polynomial of degré¢ (Zequations, and the angular dependence is completely eliminated
—1) or less in using Set-2 and a polynomial of degreBl{2) from RTE. Based on the results presented, the following conclu-
or less in using Set-3, will yield the exact value. This feature @fions have been drawn:

Set-2 and 3 make them superior to Set-1 whereas Set-1 achieves ) ]

this only whenN—c. However, the integrals involved, in Eqs. 1 The method is computationally very cheap and memory ef-
(9) and (16), do not exactly correspond the integrals over thiécient. The cpu time with 800 grids for the exaBpg, SK;, and
optical domain since, for example the integral term in @).can SKs are on the order of 100, 10, 0.4, and 1 seconds, respectively,

be, upon change of variables, written as which makes even higher approximations, suchSd§, very
attractive.

0 , o T _ 2 The significance of the accurate evaluation of spatial mo-
j :OS(T JEs(|7— 77’ = J :OS(T X)Ey(x)dx ments ofE,(x) inherent in Eq.(24) is that, when the RTE equa-
tion is cast in its integral form, the integral is expressed accurately
0T even though the approximation itself is grossly inaccurate rear
f S(r+x)E1(x)dx =0. Thus arNth order approximation yields the exact integral of
S(X)E4(x) over the optical domain whe8(x) is described by a
(28) polynomial of degree (R—1) and (2N-2) using Set-2 and 3,

’

T X

+
x=0
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respectively. This feature makes Set-2 inherently the best choiBeeek Symbols
in low order approximations while the second best choice with

. R I' = transmissivity
exception ofN=1 is Set-3. o ) 0, = scattering albedg¢=«/pB)
3 The accuracy with the order of tl8Ky approximation, with B = extinction coefficient

any quadrature set, also depends on the profile and the order of ¢ = wall emissivity
magnitude of the source term which is also influenced by scatter- = _ absorption coefficient
ing albedo. If the magnitude of the source term near the singular u = angular cosine

wall is small, the accuracy of the approximation fd=1 or 2 is
improved drastically. The method performs remarkably well even
in cases where a large or strong source term variations are encoun-
tered, as in exponential and cosine scattering albedo cases, yield-
gg maximum errors up to 2 percent 8K; and 0.5 percent in 7 = dimensionless optical variable=(8x)
2 L . = optical path
4 It has been shown that tf&K; and SK, approximations in Tg _ cgnvergpence criterion
most cases can be used to yield solutions comparable Syith ]
andP,;. Such high order approximations 8%z andSK, using Subscripts
Set-2 can be used to solve problems of various optical thicknesses 1 = phoundary wall 1
and scattering alpedo altlernatlves to yield errors of less .than 0.1 2 = boundary wall 2
percent if four or five decimal places accuracy in the solutions are

Mn = quadrature abscissas

0 = dimensionless temperature=T/T,7)
p = diffusive wall reflectivity

o = Stefan-Boltzmann coefficient

C C olutic n = nth component of th&Ky equation
desired. It is been also demonstrated that,Slke approximation — = outgoing heat flux or intensity
using Set-2 yields the exact solutions for optically very thig ( + = incoming heat flux or intensity

<1) medium, while solutions with errors of 1-2 percent in mod- )

erately thin(several mfps), and up to 5 percent in optically thickoUPerscript

medium are observed. WitBK, approximation the largest errors * = dummy integration variable

in optically thick medium are on the order of 0.5 percent. As the

medium becomes absorbin@§—0), in optically thin cases, the References
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26480 Bati Meselik-Eskisenir The SK, (Synthetic Kernel) approximation is proposed for solving radiative transfer
Turkey problems in linearly anisotropically scattering homogeneous and inhomogeneous partici-

pating plane-parallel medium. The radiative integral equations for the incident energy
and the radiative heat flux using synthetic kernels are reduced to a set of coupled second-
order differential equations for which proper boundary conditions are established. Per-
formance of the three quadrature sets proposed for isotropic scattering medium are fur-
ther tested for linearly anisotropically scattering medium. The method and its
convergence with respect to the proposed quadrature sets are explored by comparing the
results of benchmark problems using the exagt,, Rnd S,g solutions. The SK method
yields excellent results even for low orders using appropriate quadrature set.
[DOI: 10.1115/1.1464131

Keywords: Emitting, Numerical Methods, Participating Media, Radiation, Scattering

1 Introduction Ps andP,, DOM Dz and Monte Carlo. The results were remark-

Radiative integral transfer equatidRITE) is obtained by inte- ably n good agreement with thpse of gxact, D(_]M,_and Monte
grating radiative transfer equatidRTE) over the solid angle. In C&rlo in homogeneous and optically thin stepwise inhomogeneous
the RITE, physical wall boundary conditions appear as surfad@dium. Furthermore, the solutions with t8&y approximation
while source terms containing absorption, scattering, and medi@h§ not exhibit so-called the “ray effec{2,3]. TheSKy approxi-
emission within the enclosure as volume integrals. Thus, the f&ation was also applied to a radiative transfer problem of absorb-
diative integral equations do not require boundary conditions to &, emitting and isotropically scattering rectangular medium by
solved. TheSKy method, while preserving the surface integralsiltac and Tekkalmaz4]. In the study, various optical configura-
or the physical boundary conditions, in their exact forms, approxions and scattering albedos were considered and incident energy;
mates the RITE through a sum of exponentials—synthetiitensity and the net heat flux solutions were compared with those
kerngls—to its trqnsfer kernels that are contained Within the .VQibtained by RITE. Also two types of boundary conditions that
ume integrals. This feature &Ky method allows a semi-analytic ¢ould be used in rectangular geometries were proposed. The re-
treatment of RTE. The approximate volume integrals are then igyis withSK, approximation for optically thin absorbing medium

duced into a set of coupleq differential equatigns; Fhus the SOIuﬂW?ere in good agreement with the exact solutions yielding relative
of a system of linear equations of dense matrices is avoided. H?%f

e - rors of 1-3 percent for the incident energy and the intensities.
ever, boundary conditions of mathematical in nature are neededt0 . . . . .
solve theSK,, equations for a given domain. or optically thl_ck and scattering medium, the relative errors of

The SKy approximation was applied by Altdd], and Altag 10-20 percer_1t in the _net heat flux were encountered. _

and Spinrad2,3] to homogeneous and inhomogeneous neutron The foregomg studies used the Gauss quadratures in thg half
transport problems in one and two-dimensional geometries. Ori@Nge to approximate the transfer kernels. However, various inte-
dimensional slab, cylindrical and spherical absorbing, isotrog#ration quadratures can be developed and used witls Kagap-
cally scattering homogeneous and stepwise inhomogeneougreximation that may potentially improve the accuracy of the ap-
typical of fuel cell neutronic calculations—problems were solvegroximation at low orders. A study that was carried out in plane-
and compared with the solution of integral equation and discrgparallel isotropic scattering medium by Alté6] explored two
ordinates methodDOM) Ss, [2,3]. The results of th&Ky ap- additional quadrature sets: Set-2, Set-3, and Set-1 as being the
proximation in homogeneous one-dimensional problems we@auss quadratures in half range. In developing Set-2 and Set-3,
three to four significant digit accurate withK; and SK, solu-  respectively, N—1 and N—2 spatial moments of the first order
tions. TheSKy solutions for two-dimensional absorbing and isoexponential integral function of the real and the synthetic expo-
tropically scattering problems in rectangular medium, which weggsntia| integral functions were matched, and the resulting system
also typl(_:al of neutron transport _calculatlons, were c_ompared ng']a non-linear equations were solvés]. The SK, approximation
those of integral transport equation, the nodal spherical harmon{ﬁﬁh Set-2 yields very accurate solutions for optically thin absorb-

ing medium while highest percent errors are observed in strongly

Contributed by the Heat Transfer Division for publication in th®URNAL OF . . . . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 15,Scatte”ng or optically thick medium. The errors are dramatically

2000; revision received October 9, 2001. Associate Editor: C. T. Avedisian. reduced even with th8K, approximation using Set-2 and 3. The

Journal of Heat Transfer Copyright © 2002 by ASME AUGUST 2002, Vol. 124 | 685

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



study also revealed that the magnitude the source terr=& 70
strongly influences the accuracy of the solutions especially in low G(n)=fi(n)+ J So(7)Ea(|7—7'|)d 7’
order approximations. 0
This study extends th&Ky approximation to linearly aniso- 70
tropically scattering homogeneous and inhomogeneous medium, +alf Si(7)sgn(7— 7" )Ey(|7— 7' d7’ (6)
and the quadrature sets that were proposed in [Béfvere used 0
to examine the convergence of the method to the exact SO'”“\%ﬂere
with respect to quadrature sets used. It is also the intent of this
study to analyze the sources of errors in the approximation that fo(r)=2a[1 " (0)Ex(7)+ 1 (79)Ex(m9—7)] )
seem to be persistent in multi-dimensional geometries as well. In

that respect, planar geometry is better suited to carry out and 1
demonstrate this analysis since exact and high order approxima- So(7) =27 1= Qo(7)]6%(7) + EQO(T)G(T) ®)
tion, such asS;,gandP44, solutions can be obtained rather easily,
and it does not exhibit problems such as the “ray-effect.” 1
Sl(T):EQO(T)q(T) (9)

) “sgn” is the sign function, andg(x), E,(x), andE3(x) are the

2 Analysis exponential integral functions of first, second and third ofdér
A plane-parallel, absorbing, emitting, inhomogeneous, linearly By definition of the net radiative heat flux, we write

anisotropically scattering medium at dimensionless temperature 1
0(7) with optical pathrg is considered. The walls are assumed to q(T)zzﬂf I(r,uw)pdu=q"(1)—q (7) (10)
be opaque, diffusive reflectors and diffuse emitters and to have -1

emissivitiese1,e, and reflectivitiesp,,p,. The emission of ra-
diation from walls due to their temperatures aq@f‘ (i=1lor2
where 6; is the dimensionless temperature of wialThe medium
is assumed to have a space-dependent scattering albgd9. N N g

The dimensionless RTE for outgoing and incoming intensities, q7(7r)=2ml (0)E3(7)+f So(7")Eyx(7—7")d7’
I*(7,u) andl ~(7,u), in a plane-parallel geometry with linearly 0

For incoming and outgoing components, after multiplying Eg.
and (4) by 2mu, we integrate ovep in the range0,1) to get

anisotropically scattering inhomogeneous medium can be written T
as[6] +a1f Si(7")Es(r—7")d7’ (12)
0
a*r
o+ () =S p0) @ and

70
whereu is the angular cosine angthe optical variable. g (7)=2ml"(70)Bs(7o=7)+ ff So(7')Ea(7' = 7)d7

The dimensionless anisotropic source term takes the f6im

~ay J "Sy(7)Eq(7' ~ )7 12)

Q
) G(ntawa(n] (@)

S(r, ) =[1-Qo(N]16°(7) + —

Combining Egs(11) and(12) in Eq. (10) gives
where G(7) is the incident radiation functiong(r) is the net

radiative heat flux, and, is the coefficient of anisotropy. q(r)="f,(1)+ fTOSO(T’)sgr( 7= ) Ey(|r— 7' |)d 7’
Solving Eq.(1) for outgoing intensities and integrating it from 0
(0,7) gives
70
- +alf S (7")Eg(|7—7'|)d7’ (13)
|*<r,u>:|*(0)e*”f‘+f =s(r',we” " Hdr, u>0 °
o where
®3) . -
. . . Lo . . . fa(m)=27[17(0)Ea(7) =17 (70)Ea(70—7)] (14)
Similarly, solving Eq.(1) for incoming intensities and integrating ] )
from (r,7,) and rearranging for positive gives Egs.(6) and(13) constitute two coupled Fredholm integral equa-
tions of the second kind which need to be solved to obtain the
I~ (7, —p)=1"(r)e (o~ 7n exact solution. The anisotropic wall intensities are computed using

Eqg. (A4) and(A6) as described in the Appendix.
0 1 ,
+f ;S(T',—;L)e_(T “edr, >0 (4)

3 Derivation of the SKy Approximation

We introduce theSKy approximation by substituting the fol-
lowing approximations for the exponential integral functions into
Egs.(6) and(13)

1 N
— 1
G(T)_wa 1|(T”u)d’“ Em(x):J’ Mm’ze’x’“dziE Woul 2 ¥k, m=1,2,3
n=1

wherel "(0) andl ~(7,) are the anisotropic wall intensities, and
pertinent details are given in Appendix.
By definition, the dimensionless incident energy is

- -
1 (15)

1
=2 1Y (r,u)du+2 JI* ,—u)d 5
WJO (rp)du+2m 0 (m=p)du ®) where w, and w, are the Gauss quadrature weights and

abscissa$7].
Substitution of Egs(3) and(4) into Eq. (5) yields Defining
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Gn(7)=iJTOSO(T')eXFi*|T*T’|/Mn)dT'
Mn Jo

70
+ alJ' Si(7)sgn(t—7")exy —|7— 7|/ u,)d 7’
0

(16)

and

(1) = fo So(7)sgrte— 7' )exp(~ 7= 7' )7

+a1#nf7051(7,)exq_|7_ 7J|//Ln)d7', (17)
0

Egs.(6) and(13) can now be written as

N
G<r>=fl<r)+n21 W, Gn(7)

(18)
and
N
A7) = f2(7)+ 2, Wolln(7) (19)
=
Differentiating Eqs.(16) and (17) with respect tor, we get
dG,(7)
— uh—g = (1)~ 2817Sy(7) (20)
and
d
WD G+ 250 (21)
dr
If we differentiate Eq.(20) with respect tor to get,
d’G,(7) d d
— W = g (D 2ai S (22)
and use the following relation along with Eq9) and(21),
dg(7) \
a9 [ Qo(n][478 (1) = GC(7)] (23)

N
dG,(7)
fol7) = X Woh—g —
n=1 T

1
q(7)= N
1-a;00(7) >, Wo?
n=1
27)

For a;=0, integral equations, Eq$6) and (13), and theSKy
equations, Eqgs(24) and (27), are reduced to those for isotropic
scattering 5].

4 Results and Discussion

4.1 Benchmark Problems. Three benchmark problems, la-
beled as 1, 2, and 3, which have been set for the testing of the
SKy method in isotropically scattering medil®] were also used
in this study for both forwardg,=1) and backward scattering
(a;=—1) cases with the exception of benchmark problem 1. In
benchmark problem 1, as the boundary conditions remain the
same, only constant albedo cases k= 0.5 and(,=0.995 for
medium with optical thickness af,=1 are considered to test the
method in scattering medium. Thus, most of the benchmark de-
tails are omitted here. The hemispherical reflectivRyand trans-
missivity (I') [5] are computed and compared with the results
those of the exac,;,gandP; solutions. The term error through-
out this paper will be used to refer to the relative percent error of
reflectivity or transmissivity with respect to their exact solutions.

4.2 Numerical Solution Techniques. The coupled integral
equations, Eqs(6) and (13), are solved using “subtraction of
singularity” technique 8] on the first integral of Eq(6) which has
a singularity atr=17". The numerical integration and solution
scheme are basically the same as described inRefThe system
of linear equations is constructed to contain both integral equa-
tions leading to ZNG unknowns and a (RNG)X(2XNG)
square matrix, wherBlG is the number of grids used. If the walls
are black, the integral equation solution is obtained with a single
step. However, in the case of gray walls, the following iterative
procedure is usedi) an initial estimate is made for the incident
energy and the net heat flufii) intensities at the boundaries are
computed from Eqs(A4) and (A6), (iii) Egs.(6) and (13) are
solved for incident energy and net heat fl(ix) the source terms,
Egs.(8) and(9), are updated before computing the wall intensi-
ties, and the procedure is repeated until the maximum relative
error in the computed quantities meets the critegen10 .

The numerical solution of th&Ky equations, along withP,,
and S;g, is given in Ref.[5]. The only difference between the
linearly anisotropic and isotropi§ Ky equations is limited with

we obtain theSKy equations for inhomogeneous linearly anisoge right hand side of Eq24) and boundary conditions—Egs.

tropically scattering plane-parallel medium as

2 dZGn( 7)
Hoa72

+Gy(1)=4m 1-a,uiQo(1)1[1- Qo(7)]16%(7)

+Qo(N[1+a,ud1-Qo(1)]1G(7)

dQy(7)
—auudd(r) — o

(24)

(25) and(26). Thus the same iterative algorithm also can be used.

4.3 Memory Requirements and Computation Time. The
basic memory requirement to store resulting system of coupled
integral equations becomesxNG X(NG+1); on the other
hand, the memory requirements for t8g, Py, andSKy equa-
tions remain the same as outlined for isotropic scattering
treatmentg5].

This study was carried out on a Pentium 11l 667 MHz processor
with 128Mb RAM. The number of grids ranging from 50 to 800

Boundary conditions for th&Ky equations are derived by in- 56 considered to ensure grid independence of the presented solu-
spectingGy(7) anddGy(7)/d7 at the walls, which turn out to be tjons. |n Table 1, a comparison of the computed transmissivity and

dGy(7) 1 _
G 5 G T:o—alﬂo(o)q(o) (29)
and
dGu(7) 1 -
dr +EGH(T) B =a,Qo(70)q(7o) (26)
T=Tg

Substitutingq,, from Eq.(20) into Eq.(19) and using Eq(9), the
net heat flux is obtained.

Journal of Heat Transfer

computational timescpu secondspbtained using the exad®,,,
Si08, and SKy (with Set-1)approximations up to the fifth order
are given for Case 1 of benchmark problem 2 with forward scat-
tering. A comparison for the number of grids indicate that the
exact andS;,g solutions with 200 grids are the same with 800
grids, while relative errors of less than 0.002 percent with 200
grids is observed for other approximations. Therefore, the grid
configuration of 200 was chosen to be the optimum for all the
methods used.

For the number of grids of 100 to 800, computational times of
the exact solution are 2.14, 19.72, 149.1, and 1129.3 sec, respec-
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Table 1 Comparisons of grid sensitivity and computational time

(CPU seconds) for Case 1

Number of grids used
50 100 200 400 800
Method r CPU I CPU r CPU r CPU I CPU
(sec) (sec) (sec) (sec) (sec)
Exact 0.370286] 0.33 |0.370276| 2.14 10.370273|19.72 10.370273| 149.1 | 0.370273]1129.3
S 0.370251] 0.44 10.370263| 0.89 10.370266| 2.34 {0.370266| 7.14 [0.370266| 14.35
P, 0.370371} 0.02 {0.370298! 0.03 |0.370280| 0.05 }0.370279| 0.11 |[0.370278| 0.18
SK, 0.366939| 0.02 {0.366924( 0.04 0366923 0.07 |0.366924} 0.11 [0.366924| 0.22
SK, 0.370307} 0.04 {0.370295| 0.07 10.370294{ 0.12 [0.370295] 0.23 [0.370296] 0.50
SK, 0.370208 | 0.06 {0.370196| 0.10 [0.370196| 0.18 |0.370197| 0.35 |0.370197| 0.73
SK, 0.370261] 0.07 }0.370249| 0.12 {0.370248| 0.23 [0.370249] 0.48 [0.370249} 0.97
SK 0.370284 | 0.08 {0.370272| 0.14 |0.370271| 0.29 [0.370272} 0.59 [0.370273} 1.21

tively. Similarly, the cpu times fof5;,g are 0.89, 2.34, 7.14, and errors with theS,,g approximation is on the order of 0.02 percent
14.35, while for theP, the values result in 0.03, 0.05, 0.11 andr below resulting in 3—4 decimal places accurate solutions in
0.18 seconds, for 100 to 800 grids respectively. In $1€ ap- both reflectivity and transmissivity. On the other hand, the maxi-
proximation, the cpu times for 200 grids are 0.07, 0.12, 0.18, 0.28um errors with theP,; solution, occurring in reflectivity, are on
and 0.29 seconds while these figures for 800 grids are 0.22, 0. order of 1 percent and 0.1 percent #p=0.5 and (),
0.73, 0.97, and 1.21 seconds, fér=1 through 5, respectively. A =g gg5, respectively.
compa_rison of th(_e cpu times with thosg of the other met_hods forThe maximum errors with thg K, approximation turn out to be
800 grids clearly indicate that the cpu time witKs approxima- , the reflectivity as well, while the errors in the transmissivities
e e e e st mehvoIe e rder of & pecent The masinum oty 05
Wwith 1129 3 Spec 128 : re 2.55 percent and 4.52 percent with Set-1, 0.44 percent and
: ) 1.04 percent with Set-2, and 3.28 percent and 5.92 percent with
4.4 The SKy Approximation in Homogeneous Medium. Set-3, each figure given for backward and forward scattering
In Table 2, the reflectivity and transmissivity solutions of benctsases, respectively. The solutions with Set-2 are competing with
mark problem 1 with the exact integral equati®,g, P,;, and thePy; solutions. Similarly, the maximum errors in the reflectivity
the SKy method up to the fourth order fo2,=0.5 and(, for (2,=0.995 are 8.53 percent and 11.94 percent, 1.85 percent
=0.995 for backward and forward scattering cases are given. Taed 2.98 percent, and 10.82 percent and 15.57 percent, for sets 1

Table 2 Comparison of the reflectivity and transmissivity solutions of benchmark problem 1

Q,=05 Q, =0.995
Method @ =1 @ =1 @ =1 a=1
R I R I R r R I

Exact | 0.168598 | 0.278195 | 0.094689 | 0.340098 | 0.508099 | 0.481988 | 0.353018 | 0.637061
S 0.168612 | 0.278181 | 0.094704 | 0.340082 | 0.508109 | 0.481957 | 0.353032 | 0.637029
P, 0.167427 | 0.278463 | 0.093475 | 0.340402 | 0.507880 | 0.482203 | 0.352641 | 0.637434
0.164295" | 0.275805 | 0.090405 | 0.338338 | 0.464752 | 0.451708 | 0.310858 | 0.605501

SK, 0.169337 | 0.278888 | 0.095672 | 0.336772 | 0.514166 | 0.490894 | 0.355123 | 0.618045
0.163063 | 0.274932 | 0.089081 | 0.337842 | 0.453101 | 0.441801 | 0.298070 | 0.596725

0.168451 | 0.278447 | 0.094643 | 0.340135 | 0.509229 | 0.485487 | 0.355145 | 0.639436

SK, 0.169264 | 0.278318 | 0.095343 | 0.338542 | 0.512774 | 0.485020 | 0.352937 | 0.625841
0.168661 | 0.278061 | 0.094793 | 0.339904 | 0.508594 | 0.481564 | 0.353797 | 0.636236
0.168578 | 0.278166 | 0.094678 | 0.340033 | 0.508484 | 0.482156 | 0.353397 | 0.637108

SK, 0.168976 | 0.278211 | 0.095056 | 0.339269 | 0.510696 | 0.483389 | 0.352787 | 0.630737
0.168646 | 0.278149 | 0.094750 | 0.340035 | 0.508313 | 0.481829 | 0.353306 | 0.636706
0.168587 | 0.278179 | 0.094674 | 0.340083 | 0.508046 | 0.481863 | 0.352876 | 0.636898

SK, |0.168823 | 0.278183 | 0.094909 | 0.339623 | 0.509606 | 0.482679 | 0.352866 | 0.633346
0.168624 | 0.278173 | 0.094721 | 0.340066 | 0.508221 | 0.481920 | 0.353146 | 0.636863

*All the SKy solutions in each box from top to bottom are given for Set-1, 2, and 3, respectively.
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Table 3 Transmissivity and reflectivity results for benchmark problem 2

Case 1 Case 2

Method a =-1 a =1 a =-1 a =1

R r R I R r R I

Exact | 0.247211 | 0.325838 | 0.203071 | 0.370273 | 1.103106 | 0.994309 | 1.103144 | 0.988831
S128 0.247224 1 0.325831 | 0.203087 | 0.370266 | 1.103054 | 0.994493 | 1.103095 | 0.989025

P, 0.246159 | 0.325879 { 0.201988 | 0.370280 | 1.103089 | 0.994294 | 1.103128 | 0.988773

0.2413417]0.321703 | 0.197385 | 0.366923 | 1.103007 | 0.984748 | 1.103048 | 0.978812
SK, 10.248374 | 0.326879 | 0.202119 | 0.367011 | 1.103045 | 0.988533 | 1.103082 | 0.982406
0.239564 | 0.320307 | 0.195597 | 0.365926 | 1.103001 | 0.984209 | 1.103043 | 0.978247
0.247190 | 0.326084 | 0.203037 | 0.370294 | 1.103061 | 0.989998 | 1.103101 | 0.984309
SK, |0.247989 | 0.326198 | 0.202832 | 0.368812 | 1.103103 | 0.994036 | 1.103139 | 0.988318
0.247207 | 0.325707 | 0.203061 | 0.370097 | 1.103089 | 0.992670 | 1.103128 | 0.987106
0.247175 1 0.325801 | 0.203013 | 0.370196 | 1.103088 | 0.992630 | 1.103128 | 0.987065
SK, |0.247624 | 0.325981 | 0.202961 | 0.369500 | 1.103109 | 0.994617 | 1.103146 | 0.989027
0.247239 | 0.325803 | 0.203094 ; 0.370223 | 1.103108 | 0.994534 | 1.103146 | 0.989058
0.247191 | 0.325818 | 0.203039 | 0.370248 | 1.103101 | 0.993871 | 1.103140 | 0.988364
SK, |0.247445 | 0.325899 | 0.203016 | 0.369832 | 1.103108 | 0.994526 | 1.103146 | 0.988983
0.247228 | 0.325823 | 0.203080 | 0.370246 | 1.103108 | 0.994517 | 1.103146 | 0.989040

Case 3 Case 4
Exact | 0.663086 | 0.747328 | 0.655610 | 0.772745 1 0.712311 | 0.818042 1 0.691440 | 0.758653

S, |0.663116 0.747331 | 0.655643 | 0.772746 | 0.712174 | 0.817941 | 0.691339 | 0.758558
P, 0.663360 | 0.746305 | 0.655920 | 0.771672 | 0.711988 | 0.817864 | 0.691104 | 0.758423

0.621276 | 0.716246 | 0.612713 | 0.744771 | 0.698197 | 0.804502 | 0.671864 | 0.742494
SK, |0.667518 | 0.750412 | 0.650778 | 0.768484 | 0.700175 | 0.806442 | 0.670844 | 0.742529
0.637162 | 0.728003 | 0.629035 | 0.755294 | 0.609920 | 0.726182 | 0.558039 | 0.604450
0.659976 | 0.745144 | 0.652355 | 0.770682 | 0.712256 | 0.819325 | 0.690490 | 0.756439
SK, ]0.666400 | 0.749543 | 0.651830 | 0.769567 | 0.713025 | 0.819797 | 0.690176 | 0.756316
0.663090 | 0.747226 | 0.655540 | 0.772590 { 0.711506 | 0.818788 | 0.689572 | 0.755895
0.664017 | 0.748063 | 0.656471 | 0.773328 | 0.712711 | 0.819644 | 0.690882 | 0.756740
SK, |0.665347|0.748814 | 0.652826 | 0.770450 | 0.712794 | 0.819701 | 0.690732 | 0.756663
0.663124 | 0.747301 | 0.655572 | 0.772665 | 0.712702 | 0.819642 | 0.690876 | 0.756737
0.663316 | 0.747506 | 0.655755 | 0.772847 | 0.712711 | 0.819650 | 0.690884 | 0.756746
SK, |0.663594 | 0.747635 | 0.654883 | 0.772147 | 0.712726 | 0.819659 | 0.690851 | 0.756730
0.663119 | 0.747330 | 0.655563 | 0.772693 | 0.712711 | 0.819650 | 0.690884 | 0.756748

TAII the SKy solutions in each box from top to bottom are given for Set-1, 2, and 3, respectively.

through 3, respectively. The errors, including the transmissivigolutions better than those with Set-2. The solutions with Set-1
data, always yield higher values in the forward scattering casednd Set-3 are competing with each other yielding the maximum
comparison to backward scattering casesSKy approximation, errors, for{),=0.5, 0.02 percent and 0.06 percent, and foy
the results using Set-2 are superior to Set-1 and Set-3. =0.995, 0.11 percent and 0.08 percent, respectively. The maxi-
The maximum errors with the&SK, approximation, for(l, mum errors, on the other hand, with Set-2 are 0.39 percent and
=0.5, using Set-1 and Set-3 are reduced drastically. The errors @89 percent, fof),=0.5 and(),=0.995, respectively. The mag-
both the reflectivity and the transmissivity are below 0.09 percenttude of the errors with Set-1 and Set-3 are almost identical for
and 0.11 percent for Set-1 and Set-3, respectively. Similarly, tlik,=0.995 while for()y=0.5 using Set-1 is slightly better than
errors for();=0.995 are reduced significantly with Set-1, Set-2ysing Set-3.
and Set-3 yielding the maximum errors 0.73 percent, 0.92 percentThe maximum errors with th&K, approximation using Set-1
and 0.22 percent, respectively. The convergence ofStig ap- and Set-3 for both albedo solutions are below 0.04 percent while
proximation to the exact solutions with Set-1 and Set-3 arg to 0.58 percent errors are observed with Set-2. The magnitude
sharper than those obtained with Set-2. While the magnitude affthe maximum errors with Set-1 and Set-3 are almost identical.
the errors with Set-1 and Set-3 are almost identical(igr=0.5, In Table 3, the computed reflectivity and transmissivity solu-
for ,=0.995, in mostly scattering medium, Set-3 exhibits bettéions of benchmark problem 2 are tabulated. The reflectivity and
performance. transmissivity solutions obtained with ti8Ky approximation are
The SK; solutions with Set-1 and Set-3 converge the exacbmpared with the exac,,s and P, solutions. The solutions
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Table 4 Transmissivity and reflectivity results for linearly varying albedo cases

Q,(r)=02+0.67 Q,(r)=08-0.67

a=-1 a =1 a =-1 a =1
R I R I R r R r
Exact | 0.114744 | 0.280707 | 0.061266 | 0.342150 | 0.232790 | 0.280707 | 0.137797 | 0.342150

S 0.114748 | 0.280690 | 0.061272 | 0.342135 | 0.232812 | 0.280694 | 0.137821 | 0.342135

0.112741% | 0.277181 | 0.059121 | 0.339154 | 0.222146 | 0.277175 | 0.127474 | 0.339159
SK, 0.115812 | 0.281100 | 0.062286 | 0.338715 | 0.232207 | 0.281116 | 0.137595 | 0.338670
0.111946 | 0.276202 | 0.058227 | 0.338509 | 0.220034 | 0.276195 | 0.125172 | 0.338514
0.114928 | 0.280876 | 0.061445 | 0.342101 | 0.231704 | 0.280869 | 0.137008 | 0.342107
SK, 0.115245 | 0.280814 | 0.061703 | 0.340629 | 0.233744 | 0.280820 | 0.138598 | 0.340583
0.114836 | 0.280599 | 0.061373 | 0.341967 | 0.232796 | 0.280591 | 0.137901 | 0.341973
0.114779 | 0.280715 | 0.061291 | 0.342107 | 0.232699 | 0.280707 | 0.137766 | 0.342112
SK, 0.115023 | 0.280721 | 0.061509 | 0.341337 | 0.233334 | 0.280721 | 0.138243 | 0.341309
0.114781 | 0.280669 | 0.061307 | 0.342084 | 0.232856 | 0.280662 | 0.137882 | 0.342089
0.114742 | 0.280702 | 0.061257 | 0.342134 | 0.232780 | 0.280694 | 0.137790 | 0.342139
SK, 0.114910 | 0.280698 | 0.061410 | 0.341682 | 0.233114 | 0.280694 | 0.138065 | 0.341667
0.114764 | 0.280692 | 0.061285 | 0.342114 | 0.232827 | 0.280684 | 0.137842 | 0.342119

*All the SKy solution in each box from top to bottom are given for Set-1, 2, and 3, respectively.

Method

with the S;,g approximation yields in 3—4 decimal places accuratthat are observed iBK; and SK, approximations are mostly in
solutions with the maximum error of 0.02 percent in all the casethe reflectivity values, but the magnitude of the transmissivity
On the other hand, i, approximation, the maximum errors areerrors are nearly those of reflectivities.

for Case 1, 0.43 percent and 0.53 percent, for Case 2, 0.01 pern Case 4, the maximum errors are observed in the reflectivity
cent, for Case 3, 0.14 percent, and for Case 4, 0.05 percent. Tvadues of forward scattering case, and these errors for Set-1
outcome is expected since tiifg, approximations yielded good through 3 are 2.83 percent, 2.98 percent, 20.33 percerg Kor,
results in mostly scattering medium and/or optically thick.29 percent, 0.41 percent, 0.36 percent $dt,, 0.25 percent,
systems. 0.30 percent, 0.25 percent 81Kz and 0.25 percent for all sets for

In Case 1, the maximum errors, for Set-1 through 3, are 2.8K,. The maximum errors witl$,,s and P, approximations are
percent, 0.88 percent, 3.68 percent 8ikK;, 0.08 percent, 0.39 0.02 percent and 0.05 percent, respectively. Here,SKe ap-
percent, 0.05 percent f@8K,, 0.03 percent, 0.21 percent, 0.01proximation with Set-1 yields slightly better results than with
percent forSK; and 0.02 percent, 0.12 percent, 0.01 percent f@et-2 and 3; however, as the order of the approximation is in-
SK,. The results ofSK, approximation using Set-1 and 3, arecreased, the magnitude of the errors with all sets become identical.
better tharP; and competing with those &,,5. The superiority This is an expected trend since quadrature sets for optically thick
of using Set-2 is limited t& K, approximation. On the other hand,limit case yield Set-1. The maximum errors of transmissivity and
the errors with Set-1 and 3 fod=2 are equivalent to those ob-reflectivity are on the same order.
tained withS,,5, and Set-3 solutions are slightly better than Set-1.

The maximum errors iIr8K; and SK;, approximations are in the 4.5 The SKy Approximation in Inhomogeneous Medium.
reflectivity values of forward scattering case. In Table 4, results for the reflectivity and transmissivity results
In Case 2, the maximum errors for Set-1 through 3 are 1.Qking theSKy approximation of up to the fourth order, along with
percent, 0.65 percent, 1.07 percent 8K;, 0.46 percent, 0.05 S,,g, for the cases of linearly varying scattering albedo are given.

percent, 0.17 percent f@K,, 0.18 percent;-0.03 percent, 0.02 The discrete ordinateS,,g solutions result in errors of less than
percent forSK; and 0.05 percent, 0.02 percent, 0.02 percent f@.02 percent for all the cases considered. The maximum errors, in
SK,. In SK, approximation using Set-2 yields solutions that comthe approximations used, are observed in the computation of the
pete with S;,g approximation, and as the order 8Ky approxi- reflectivity values, mostly in forward scattering cases. The maxi-
mation is increased, the magnitude of the errors become identiocalm errors are registered in tfy(7) =0.8—0.6r case which are

to those ofP,; solutions. The superiority of using Set-2 8K; for the SK; approximation are 7.49 percent, 1.66 percent, and
and SK, approximations is clear. However, as the order of af8.16 percent, using the Set-1, 2, and 3, respectively. The maxi-
proximation is increased Set-2 and Set-3 become competitive wittum errors are reduced to 0.57 percent, 0.71 percent, and 0.17
Set-3 having a slight edge over the other sets. The maximymarcent inSK,; 0.04 percent, 0.40 percent, and 0.07 percent in
errors inSK; and SK, approximations are observed to be in th&&K;; 0.01 percent, 0.24 percent, and 0.03 perce®HKqp, for sets
transmissivity values. 1, 2, and 3, respectively. The maximum errors in g(7)

In Case 3, the maximum errors for Set-1 through 3 are 6.540.2+0.67 case are about half of those obtained frég(r)
percent, 0.74 percent, 4.05 percent 8K;, 0.50 percent, 0.58 =0.8—0.6r case. The superiority of using Set-2 is again limited
percent, 0.02 percent f@K,, —0.13 percent, 0.42 percent, 0.01lwith the SK; approximation. As the order of tHeKy approxima-
percent forSK; and 0.03 percent, 0.11 percent, 0.02 percent fdion is increased, the results of both albedo alternatives with Set-1
SK,. The SK, approximation using Set-3 produces results thand Set-3 converge the exact solution faster than those with Set-2;
are competing with those @&,;,5 andP,;. Using Set-1 and 3 in and Set-1 and Set-3 yield identical error magnitudes with Set-1
the SKy approximations of orders dfi=2 yields the exact solu- being slightly better than Set-3.
tions faster than Set-2, Set-3 being the best. On the other handn Table 5, a comparison of the results of the reflectivity and
Set-2 does well only in th&K; approximation. The large errors transmissivity for quadratically varying albedo cases is given. In
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Table 5 Transmissivity and reflectivity results for quadratically varying albedo cases

Method

Q,(r)=04-02r+0.67"

Q,(r)=1-147r+0.67°

q=-1

a=1

q

-1

R

r

R

r

R

I

I

Exact

0.137407

0.279354

0.075084

0.341487

0.264968

0.282794

0.160394

0.344294

S128

0.137418

0.279339

0.075095

0.341470

0.264991

0.282779

0.160421

0.344279

SK,

0.134877°
0.138209
0.133989

0.27651
0.279748
0.275617

0.072488
0.075954
0.071491

0.339194
0.337723
0.338688

0.249634
0.262736
0.247046

0.278349
0.282780
0.277311

0.145612
0.158548
0.142819

0.340303
0.340264
0.339595

SK,

0.137357
0.137957
0.137447

0.279413
0.279504
0.279203

0.075055
0.075605
0.075146

0.34129%4
0.339908
0.341263

0.262761
0.266076
0.264809

0.282702
0.282934
0.282657

0.158633
0.161197
0.160386

0.343974
0.342673
0.344091

SK,

0.137369
0.137719
0.137449

0.279299
0.279384
0.279315

0.07504
0.075376
0.075132

0.341383
0.340645
0.341421

0.264694
0.265606
0.265045

0.282768
0.282819
0.282749

0.160229
0.160839
0.160490

0.344226
0.343418
0.344235

SK,

0.137396
0.137593
0.137431

0.279349
0.279353
0.279339

0.075066
0.075258
0.075108

0.341472
0.341004
0.341452

0.264945
0.265348
0.265013

0.282787
0.282787
0.282771

0.160383
0.160663
0.160445

0.344288
0.343790
0.344265

SAll the SKy solutions in each box from top to bottom are given for Set-1, 2, and 3, respectively.

this case, too, th&,,g solutions result in maximum errors of lesswith those obtained witl$;,g. In SK, approximation while Set-1
than 0.02 percent. The maximum errors are recorded in reflectivitields slightly better results than Set-3, in thg(7)=0.4—0.27
values of the)o(7) =1— 1.47+ 0.672 case which irSK; approxi- +0.672 case, Set-3 shows better performance than Set-1 in the
mation are 9.22 percent, 1.17 percent and 10.96 percent, for SebJ(7)=1—1.4r+0.67° case. However, as order of the approxi-
through Set-3, respectively. The maximum errors are, respectivefiation is increased, both sets yield identical order of magnitude
for sets 1, 2, and 3, reduced to 1.10 percent, 0.68 percent, Ogkeors.

percent inSK,; 0.10 percent, 0.28 percent, 0.06 percenSik, In Table 6, the reflectivity and transmissivity solutions for ex-
and 0.02 percent, 0.17 percent, 0.03 percerBky approxima- ponentially varying albedo cases are tabulated. SimilarlySihg
tions. TheSK; andSK, approximations with Set-2 is superior insolutions yield the maximum errors of less than 0.02 percent. The
comparison to solutions with other sets. The maximum errors faximum errors are recorded in reflectivity values of fhg(7)
Qo(7)=0.4—0.2r+0.67% case are about one-third or better of=0.790988 exp(-r) case which inSK; approximation are 7.0
those obtained fromi)o(7)=1— 1.47+ 0.672 case. TheéSK, solu- percent, 1.48 percent, and 8.6 percent, for Set-1 through Set-3,
tions using Set-3 results in the same order of magnitude erraespectively. These errors are reduced to 0.71 percent, 0.59 per-

Table 6 Transmissivity and reflectivity results for exponentially varying albedo cases
Q,(7) =0.790988 exp(—7) Q,(7)=0.790988 exp[—(1—17)]
a=-1 a =-1

Method

alzl alzl

R

r

R

r

R

r

R

T

Exact

0.223302

0.279867

0.131211

0.341643

0.125954

0.279867

0.068013

0.341643

S128

0.223324

0.279855

0.131236

0.341629

0.125961

0.279851

0.068020

0.341625

SK,

0.213809"
0.222778
0.211883

0.276746
0.280312
0.275814

0.122028
0.131089
0.119924

0.339084
0.338056
0.338512

0.123773
0.126948
0.122934

0.276753
0.280297
0.275821

0.065726
0.069018
0.064782

0.339079
0.338096
0.338507

SK,

0.224193
0.222255
0.223274

0.279997
0.279995
0.279730

0.131997
0.130432
0.131274

0.340056
0.341551
0.341445

0.126480
0.126058
0.126028

0.279992
0.280003
0.279737

0.068494
0.068124
0.068104

0.340097
0.341547
0.341441

SK,

0.223173
0.223814
0.223365

0.279837
0.279887
0.279821

0.131134
0.131652
0.131292

0.341575
0.340793
0.341582

0.125%961
0.126249
0.125993

0.279845
0.279888
0.279828

0.068011
0.068281
0.068058

0.341571
0.340818
0.341577

SK,

0.223283
0.223607
0.223338

0.279853
0.279857
0.279844

0.131195
0.131477
0.131255

0.341631
0.341156
0.341612

0.125948
0.126130
0.125976

0.279861
0.279861
0.279851

0.068000
0.068173
0.068034

0.341627
0.341169
0.341608

** All the SKy solutions in each box from top to bottom are given for Set-1, 2, and 3, respectively.
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Table 7 Transmissivity and reflectivity results for cosine oscillation albedo cases

Q,(r)=0.5+0.5tcos12z7 Q,(r)=05+0.5(1-7)cos12z(1-7)
a =-1 a =1 a =-1 a =1
R I R I R r R r
Exact | 0.168294 | 0.278679 | 0.094607 | 0.340686 | 0.172845 | 0.278679 | 0.098045 | 0.340686
S0 0.168282 | 0.278620 | 0.094592 | 0.340620 | 0.172825 | 0.278620 | 0.098013 | 0.340622

0.163785'"] 0.275927 | 0.090130 | 0.338531 | 0.167739 | 0.275943 | 0.092977 | 0.338524
SK, 0.168840 | 0.279038 | 0.095308 | 0.336889 | 0.172825 | 0.279053 | 0.098127 | 0.336861
0.162557 | 0.275053 | 0.088767 | 0.338040 | 0.166504 | 0.275071 | 0.091601 | 0.338033
0.167948 | 0.278573 | 0.094331 | 0.340328 | 0.171918 | 0.278592 | 0.097199 | 0.340323
SK, 0.168849 | 0.278599 | 0.095092 | 0.338846 | 0.173041 | 0.278618 | 0.098116 | 0.338813
0.168192 | 0.278244 | 0.094523 | 0.340161 | 0.172228 | 0.278262 | 0.097449 | 0.340154
0.168110 | 0.278348 | 0.094407 | 0.340288 | 0.172149 | 0.278366 | 0.097337 | 0.340283
SK, 0.168655 | 0.278660 | 0.094932 | 0.339787 | 0.173223 | 0.278679 | 0.098311 | 0.339762
0.168292 | 0.278536 | 0.094615 | 0.340518 | 0.172733 | 0.278554 | 0.097903 | 0.340512
0.168161 | 0.278436 | 0.094454 | 0.340422 | 0.172338 | 0.278455 | 0.097507 | 0.340417
SK, 0.168501 | 0.278633 | 0.094795 | 0.340157 | 0.173105 | 0.278651 | 0.098215 | 0.340140
0.168304 | 0.278622 | 0.094623 | 0.340620 | 0.172911 | 0.278641 | 0.098059 | 0.340614

TAll the SKy solutions in each box from top to bottom are given for Set-1, 2, and 3, respectively.

Method

cent, 0.13 percent iBK,; 0.06 percent, 0.39 percent, 0.07 percertase requires the use of three synthetic kernel&{g¢x), E»(x),

in SK; and 0.02 percent, 0.24 percent, 0.03 percerBify, for and E3(x), the error in theSKy approximation consists of the

sets 1 through 3, respectively. The maximum errors in therors made with all three synthetic kernels. Furthermore, as the

Q,(7)=0.790988 exp—(1—17)] case are about half of those ob-exact spatial moments &,(x) are preserved with Set-2 and 3,

tained from()y(7) =0.790988 exp(-r) case. In both albedo casesthe exact spatial moments Bf(x) andE3(x) and their synthetic

the superiority of Set-2 iIr5K; approximation remains unchal- approximations are not necessarily preserved with either set.

lenged. However, irSK, approximation, Set-3 performs well in  To better understand the error sources in $1§, approxima-

both exponential albedo cases, while higher o8&, approxi- tion, it is appropriate and more meaningful to examine the first

mations indicate that the magnitude of the errors with Set-1 afmkroth) moments of the exponential integral functions involved

Set-3 are identical. over the optical domain. For that reason, we define the following
In Table 7, the solutions and the errors for cosine oscillatioerror term—uwhich gives the integrated errors within the compu-

albedo cases are tabulated. Tgg solutions yield the maximum tational domain:

errors less than 0.02 percent. The maximum errors are observed N

mostly in reflectivity values of the Qy(7)=0.5+0.5(1 [ m-2 —x/ _

—17)cos 127(1—17) case with forward scattering which 8K €m( 7o) = JO (Em(x)nEl Wnpq “€ 70 fdx, form=123

approximation yields errors of 5.17 percent, 1.12 percent, and (28)

6.57 percent, for Set-1 through Set-3 respectively, making Set-2 ) ) )

superior to other sets. 18K, approximation, the maximum errors Of, Ed.(28) after integration yields

for Set-1, 2, and 3 are 0.86 percent, 0.61 percent, and 0.55 per- 1 N

cent. These errors are further reduced to 0.72 percent, 0.34 per- _ m-1/ 70 /pn_

cent, 0.14 percent iI8K; and 0.39 percent, 0.20 percent, 0.04 en(70) Em+1(70)+§1 Wkt (& b @9
ercent inSK, approximations, for Set-1, 2, and 3, respectively. _. . . . . -

'FI)'heSKl appfgxipmgtion for both albedo cases yield the s%me er?’0¥F|gure 1 depicts, as a function of optical thickness, the variation

f i H for hiagh imati haf em(70), for m=1, 2, and 3, by one-term Synthetic Kernel ap-
?na)r(?r%%%tugﬁorsomeﬁ;bo?;) :I% gioogdriosgg:imgi?n;et %roxmatlons using Set-1, 2, and 3. In deriving Set-2 and 3, the

about one-third or better of those obtained frdiy(7)=0.5 first moment wasey (7o), zero[S]; thus,ey(7o) for Set-2 and 3 is
+0.5(1- 7)cos 127(1—7)  case In  the Q(7)=05 not shown in Fig. 1. It is seen that(7,) for the approximation
+0.5rcos 1277 case, higher ordéSKN approximatioons us.ing with Set-1 is predictably not zero, and it has the largest peak value
Set-3 yields the exact solution faster; on the other hand, in thg 0:1 @t 70=0.15. As it crosses zero ordinate #§=0.82, it

Qo(7)=0.5+0.5(1— 7)cos 12r(1—r) case Set-2 and Set-3 solu-"€aches the minimum value 6f0.023 atr,=1.5. It then asymp-
tions compete with each other. totically approaches to zero. On the other haay{;,) decreases

to the minimum value 0f-0.043 atr,=0.8, then it converges to
4.6 Error Assessment of the Synthetic Kernels. It was zero for increasingry, while e3(7,) steadily increases up te,
shown that the Synthetic Kernel f&;(x), though it fails at the ~3 where it converges to the value of 0.083. With Set-2 and
singular pointx=0 for all quadrature sets, oscillates around th8et-3,e,(7,) reaches a maximum value of 0.11 at aboyt 0.6
correct value as it converges ,(x) for increasingx. As the then steadily declines and converges to zero at akgub. While
order of the approximation is increased the magnitude of the a=s(7y) goes through the maximum value of 1.5 abeg# 1, and
cillations are reduced. While the integral of the approximatiosteadily converges to 0.083. Howevej( y) with Set-3, for in-
error for E;(x) over the optical domain is zero in Set-2 and 3g¢reasing optical path diverges from zero instead converges to the
using Set-1, it approaches to zero with increadind|. Since the value of—0.28 atry=8, while e;(7,) reaches its maximum value
derivation ofSKy equations for linearly anisotropically scatteringof 0.034 atr,=0.4 and then decreases steadily upre 8.
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Fig. 1 Variation of e, as a function optical thickness using
one-term synthetic kernels with Set-1, 2, and 3 quadratures

When Eq.(30) is set to zero, Eq(15) for m=2 is obtained. For
Set-1,e,(7) declines sharply to a minimum value 6f0.014 at
70=0.5 where it proceeds to increase to the maximum value of
0.0023 atry=1.75 as it intersects zero ordinate gt=1.23. On
the other hand, as,(7) goes to the minimum value of 0.0051
at 7=0.25 then it increases to its maximum value 0.0025nat
=1.2 followed by steady decline te,=3.15 where it is con-
verges to zero. Whiles(7) slightly increases to its maximum
value of 0.0025 aty=1.2, then it steadily converges to zero for
79> 3. For Set-2g,( 1) has a large peak with the maximum value
of 0.06 atry=0.35, then it declines to zero a§=7.5. Ande;(7g)
exhibits similar shape as it reaches to its maximum value of 0.084
at 7,=0.55 followed a steady decline. For Set-8(7p)
=e,(79)=0 while e3(79) has a maximum value of 0.02 at,
=0.35 as it decreases steadily while converging to zerorfor
>4. Set-1 still has three major error componentsegg,) ex-
hibits sharp changes fafy<1.5, e,(79) andes(7,) remain rela-
tively stable in this interval, but fotrg>4 for m=1, 2 and 3,
em(7)—0. Set-2, on the other hand, with two error components
yields small errors in magnitude only far,<0.25 and in 0.25
<79<4 interval both components exhibit largest errors among
the sets with two-point approximations as they approach zero for
larger 7y. Set-3, this time, has onlg;(7,) an error component
which is relatively large forry<1.5; however, forry>1.5 its
magnitude is reduced significantly.

As the order ofSKy approximation is increased, the order of
magnitude of not only the integrals defined by E28) but also
for the spatial moments of the exponential integral functions,

Figure 2 depicts as a function of optical thickness the variatioffich exhibit similar features, are reduced. But 8i& approxi-
of e,(7o), for m=1, 2 and 3, by two-term Synthetic Kernel ap_matlon as it is applied to RITE does not ensure the exact integrals

proximations. In comparison to one-term approximati@fig. 1),

of the transfer kernels over the given domain; it yields two inte-

the magnitudes of,(7,) are reduced dramatically. For the samdrals over different intervaIEB_]. Since the ra_diative integral trans-
reason explained previously, (,) =0 for Set-2 and 3. However, €7 €quations are coupled integral equations, the nature of the

it turns out that for Set-8,(7,) is also zero foN=2. This out-

come is not surprising; recalling,w,=1 condition that was ad-
ditionally imposed along with the (2—2) spatial moments, we

setm=1 in Eq.(29) to obtain
N N

el(To)zl_Ez(To)"‘Z Wne_Tolﬂ”_Z Wp (30)
n=1 n=1

0.100 . | . | : |

Ty

Legend

€m

-0.025 T T 1T 7T 1 T [ " [ " ] ' ]
T
Fig. 2 Variation of e, as a function optical thickness using

two-term synthetic kernel with Set-1, 2, and 3 quadratures

Journal of Heat Transfer

error assessment also gets a bit complicated. Thus this part of the
discussion especially fd8K; approximation gives a relative idea
about the magnitude of the errors that arise. If the source terms are
nearly constant over the domain, we can relatively use Fig. 1 and
2 in determining the best quadrature set for a given optical thick-
ness. Otherwise, especially in optically thin medium, where the
errors are affected strongly by the magnitude and the behavior of
the source terms near the singularity which requires higher order
spatial moments to be satisfied, Fig. 1 and 2 should be accompa-
nied by similar figures and analysis for the higher order moments.
In view of the integrals and their magnitudes in E®.and(13),

we can state that three error components and those of the spatial
moments have the following order of importancke;(7o)]
>|e,(70)| >|es(7o)| in the overall error assessment.

In Fig. 1, sincee,(7y) ande,(7y) go to zero forry>3 and
e;3(7p) converging the same value, Set-1 and Set-2 can be ex-
pected to give better solutions with one-term approximations.
When we inspect the errors of benchmark problem 2, Case 4, we
find that indeed Set-1 results are slightly better Set-2. For opti-
cally very thin medium, Case 2, the error components of Set-2 and
3 are very small, but the performance of Set-2 is better. Set-3, for
various optical thicknesses, with large deviatieg(ry) and
e;(7p) components does not seem to be appropriate in comparison
to the other sets. Similarly, in Case 3, on the magnitude scale
Set-2 and 3 seem to be equivalent, but the performance of Set-2 is
better. Forrg=1, using one-term synthetic kernels, the integrated
errors aree;(1)=—0.013,e,(1)= —0.042, anck;(1)=0.031 for
Set-1,e,(1)=0, e,(1)=0.1012, andez(1)=0.15 for Set-2 and
€1(1)=0, e,(1)=—0.056, ande3(1)=0.013 for Set-2 which
these alone are not very conclusive. However, the inspection of
the second spatial moments reveal that Set-2 should do better than
the others since it satisfies two of the spatial moments. For that
reason, it is believed that in almost all the cas®; approxima-
tion using Set-2 showed better performance.

As shown in Fig. 2, two-term synthetic kernels, for Set-1,
though the magnitudes &f, (7o) ande,(7,) are fairly large com-
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pared toe;(7), all three of them converge zero fog>4 where 5 The maximum errors in inhomogeneous problems are in the
it is expected to perform better. Whiég(7,) =0 in Set-2,e,(7y), cases where scattering albedo is large near wall 1 where the ap-
andes(7p) are very large in the interval 0279<<6, which indi- proximate kernels are grossly inaccurate. These errors, generally
cate that only outside the interval reasonable solutions can $fgowing up in the reflectivity values, are reduced with increasing
expected. Set-3, sinag (1) =e,(79)=0 is more likely to give order of the approximation.
the best performance 8K, approximation. The integrated errors
for 7o=1 with two-term synthetic kernels, we hawg(1l)=
0.0034, e,(1)=0.0022 andes(1)=0.0016 for Set-1,e,(1) Acknowledgment
=0, e,(1)=0.04 ande;(1)=0.074 for Set-2 ane(1)=e,(1) The author would like to thank the reviewers for their valuable
=0 ande3(1)=0.014. These values indicate that the performana@@mments and suggestion that have helped to improve the pre-
of Set-3 should be better than those of Set-1 and 2 with Sesénted paper.
being as the second best alternative. Furthermore, the same trend
in the second moments are also observed, thus SetS¥jnap- Nomenclature
proximation emerges as the best choice. In fact in most of the
inhomogeneous scattering albedo cases Set-3 was the set that gaM&) = n'" order exponential integral function
the best results in comparison to the others. G = dimensionless incident radiatiorv@/(nzchfe,/rr))
G,(7) = functions defined by Eq16)

I

5 Conclusion = dimensionless radiative intensity=(/(n?cTyd 7))

The SKy equations for linearly anisotropically scattering inho- ~ Q = radiative heat flux
mogeneous medium are derived and solved. $ig solutions R = the reflectivity defined by Eq23)
are compared with those of exa8{,g andP,; approximations for S = dimensionless anisotropic source function
homogeneous and inhomogeneous benchmark problems. Also an (=sl(n%0Tdm))
error assessment strategy is outlined for low o8&y, approxi- Syg(7) = source term defined by E)
mations. The study concludes the following: S,(7) = source term defined by E)

temperature

the coefficient of anisotropy

integrated error fom™" order exponential integral
functions defined by Eq.31)

= boundary term defined by E¢7)

7) = boundary term defined by EqL4)

g = incident radiation function
n
S

1 The SKy method is memory efficient and computationally T _
very cheap. For the presented benchmark problem, while the cgu(x)l _
time for high order approximation such &Ks is 1.21 sec, itis
14.35 seconds fo6,,53 and 1129.3 sec for the exact solutions.f (7)
Additionally, this advantage of th8Ky approximation is main- 1(
tained for various problems, yielding solutions in 1-2 sec with 2
SKg approximation.

2 The accuracy of th8 Ky method with any order of approxi-
mation basically depends on the requirement that the spatial mo-
ments of not onlyE;(x) but alsoE,(x) andE;(x) for the real and
approximate kernels are satisfied. With strong scattering albedo or . . L 4
source term—§(7) and S;(7)—variations in the medium, low q = dimensionless radiative heat fluxQ/(noTr( )
order approximations because of their inability to accurately regin(7) = functions defined by Eq17)
resent the high order spatial moments will not yield as accurate X — SPace variable
solutions as higher order approximations. In the benchmark prob- Wn = duadrature weights
lems considered, th&K; approximation using Set-2 produces suGreek Symbols
perior results in comparison to using Set-1 and 3; with errors 1
percent or less for optically thin systems and errors up to 3 percent
for optically thick systems. In th8 K, approximation while Set-1 0
and 3 yield better results in optically thin medium, Set-1 is
slightly better in optically thick medium yielding errors less than 1 ) -
percent. FoISK, approximations, in comparison to the exact so- < — absorption coefficient
lutions using Set-3 yields errors less than 0.6 percent, Set-1 on the 4 — angular cosine
order of 1 percent errors following it as the second best choice. #n — guadrature abscissas
With high order SKy approximations—such aSK,, solutions 0 = dimensionless temperature={/T )

i = radiative intensity
= refractive index of the medium
= source function

sgn = the sign function

I' = transmissivity

= scattering albed¢=«/B)
= extinction coefficient

e = wall emissivity

better than or comparable and P,; approximations are p = diffusive wall reflectivity
obtained. P Buze 1 app o = Stefan-Boltzmann coefficient
3 Scattering albedo affects the accuracy of the approximation 7 ~ gg{}ggﬁg’eﬂfss optical variable=(8x)

since it can amplify the magnitude of the source terms thereby 70 .
amplifying the magnitude of the errors encountered in low order & ~ CONVergence criterion
the SKy approximations. Thus, the method yields higher errors iBubscripts
mostly scattering media. One way to overcome this problem is to 1 = boundary wall 1
increase the order of the approximation. In the pure absorber limit 2 = boundary wall 2
case()y—0 andN— o, the Synthetic Kernel formulations given n = n component of theKy equation
with Egs. (18).and (19), for any quadrature set, yield the exact ~ _ _ outgoing heat flux or intensity
E;Zg{zﬂo?gt?:rt]ﬁns, thus tHeKy approximation solutions become + = incoming heat flux or intensity

4 Since three kernels are approximated, the choice of optimushiperscript
quadrature set becomes an important factor in low order approxi- ' — gummy integration variable
mations. In this study, an optimum quadrature set selection strat-
egy depending on the integrated errors of the exponential integral .
functions is outlined. This strategy, though it gives a relative ide§ppendlx
coupled with similar analysis for the spatial moments can be usedThe wall intensities can be determined from the formal solu-
as an aid in determining the optimum quadrature set for a givéons given by Egs(3) and(4) in the following manner. By setting
optical thickness. =0 in Eq. (4), we obtain
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0] , 70
|7(0.*M):|7(To)eﬂ°m+f ;S(T/:*,U«)ef””df u>0 |7(7'0):820‘21+2P2E3(7'0)|+(0)+2P2f [So(7")Ex(To—7")
0 0
Al
| | | (A +aySy(7)Ea(ro— 7)]d 7’ (A6)
by settingr= 74 in Eq. (3), we obtain
01 Egs.(A4) and(A6) constitute two simultaneous equations and two
I*(TO,M)=I+(O)e’TO’”+f —S(7',w)el” " kdr >0 unknowns—namely, " (0) andl (7o) wall intensities. The solu-
oM tion of these equations are used.

(A2)
The intensity of radiationl,* (0) for 0<u<1, leaving the wall at
7=0 in the positiveu direction is References
1 [1] Altag, Z., 1989, “The SKy approximation: A New Method for Solving the
| +(0) = 810‘1‘+ 201 170, =" u'du’ (A3) Integral Transport Equations,” Ph.D. thesis, lowa State University, Ames, IA.
0 [2] Altag, Z., and Spinrad, B. I., 1990, “Th8Ky Method I: A High Order Trans-
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[3] Spinrad, B. I., and Altag, Z., 1990, “Th&Ky Method II: Heterogeneous
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—a;S(7")Es(7")]d 7’ (A4) M. P. Mengig and N. Selcuk, eds., Begell House Inc., New York, pp. 119-129.
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The Zone Method: A New Explicit
Matrix Relation to Calculate the
Total Exchange Areas in
s m.copnencane' | ANisotropically Scattering
i | Medium Bounded by
“* | Anisotropically Reflecting Walls

J. F. Sacadura
e-mail: cethil@insa-lyon.fr

Centre de Thermique de Lyon, A new explicit matrix relation for the calculation of the total exchange areas (TEA) in
UMR CNRS 5008, emitting, absorbing and anisotropically scattering semi-transparent medium bounded by
F 69621 Villeubrbanne Cedex, emitting, absorbing and anisotropically reflecting walls has been established. It has been
France used to directly determine the TEA as a function of radiative properties and geometry of

the medium and its boundaries. Computation calls for direct exchange areas (DEA) and
indirect exchange areas (IEA). A new definition of these exchange areas reduces their
integration order and provides practical energy balance relations for their computation in
the case of complex geometry elements. The new formulation is applied in the case of an
emitting, absorbing and linearly anisotropic scattering semi-transparent slab bounded by
black surfaces. This method is also applicable to nongray medium using the weighted sum
of gray gases model[DOI: 10.1115/1.1481359

Keywords: Heat Transfer, Participating Media, Radiation, Scattering, View Factors

1 Introduction Byun and Smith6] developed the zone method for linearly an-

The Zone Method, after Hottel and Sarofjiti], consists of isotropic scattering medium. Their specific approach, however,

decomposing a medium and its boundaries Mtisothermal sur- cannot be extended to other anisotropic phase functions. In 1994,
P g Yuen and Takard7] formulated energy balances between surface

face elements anill isothermal volume elements in order to com-, : : ; : :
pute the net radiative flux exchanged between all of these e?gﬂs vqurPe g_lemebnts dmd Snlsotroplcally di?atterm?l slerm_-
ments by parent medium bounded by opaque non-diffuse walls. In this
very general study, new characteristic exchange areas for calcu-
lating exchanged radiative fluxes were proposed. Finally,[&a
validated the Yuen and Takara formulations to calculate the radia-

~ tive transfer in a linear anisotropically scattering wall bounded by
where ¢;Z;) (m) is called theTotal Exchange AredTEA) be-  qiher black walls.

tween thez; andz; elements. TEA represents._the_radiative POWEr |n studies dealing with anisotropically scattering media, TEA
exchanged between tlpandz; elements afterti) direct transfer, pag never been expressed as an explicit function of radiative prop-
(ii) reflection onto surface elements, &id scattering by volume grties and geometry of the medium and its boundaries. Moreover,
elements. In case of a gray medium, the TEA does not depend @inition of characteristic exchange areas needs the numerical
temperature. This particular case is the general field of applicatighajuation of high order integrals. In this work, a general matrix
of the zone method. This method is however also applicable tG&mylation of TEA is established from the global energy balance
nongray medium using the weighted sum of gray gases ni@dlel g|ations formulated by Yuen and Takd&l and according to a

but it is no more valid for semi-transparent media with temperajmiiar approach to the one involved in the Noble analy8is

ture dependent radiative properties. _ _Besides, new definitions of characteristics exchange areas are pro-
The aim of the zone method is to determine TEA as a functigfhsed (detailed presentation i9]). Finaly, interest of zone

of the radiative properties and the geometry of the medium and #s:thod is discussed.

boundaries. J. J. Nob[@&] proposed an explicit matrix relation for |5 \yhat follows, an absorbing, emitting and scattering gray me-

calculating TEA in an isotropic scattering medium bounded byjym pounded by absorbing, emitting and reflecting walls is con-

opaque diffuse walls. In 1988, Tan and LallemgAdidealt with a  sjgered. The medium is decomposed into M volume elemerits

non-scattering p_Iane layer bounded by opaque or semi-transpakgiit;me V,) called g, and its boundaries are discretized into
specular reflecting walls. Recently, Tan et [&] have extended gyrtace elementof areaA) calleds; .

the latter study to radiative transfer in a two-layer isotropic scat-
tering semi-transparent composite bounded by specular reflecttig The Zone Method in Emitting, Absorbing, and Iso-
walls, with spectrally dependent radiative properties. In 198gopically Scattering Medium Bounded by Emitting,
— Absorbing, and Diffusely Reflecting Opaque Walls
1Current address of the corresponding author: Laboratoire des Composites Ther-
f;gg‘éggﬂgaux' UF'V'R 5801, Domaine Universitaire, 3 alldle la Boe, 2.1 Direct Exchange Areas. In isotropically scattering me-
essac, France. H H H
Contributed by the Heat Transfer Division for publication in tt®UBNAL OF dium, the TEA will be eXpressed in t.erms Dfirect EXChange
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 30,Area (DEA). Hottel and Sarofin{1] defined DEA between two
2001; revision received February 28, 2002. Associated Editor: J. P. Gore. surface and/or volume elements

Q= (ZZ)N?o(T{=T}) (1)

696 / Vol. 124, AUGUST 2002 Copyright © 2002 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 1 Difference in surface-volume direct exchange area
(DEA) definitions: (a) as defined by Hottel and Sarofin  [1] Eq.
(2) or by Yuen and Takara [7] Eq. (4); (b) as defined by Kheiri
et al. [14] Eq. (3)

cos¢ cos¢
(Si S f f prij—— 1 =7 dA,dA (©
Fig. 2 Direct exchange area (DEA) as defined in this work Eq.
,Be B COSQSI COSQSJ dAdV, @ (5): (a) surface-surface DEA; (b) surface-volume DEA; and (c)
(sig) = volume-volume DEA

_ .. COS¢; COS¢;
<gig,->=fv fvﬁze Pli——F——dVidV,
iV

! _ _Bri_(Di'[ij)([ij'nj)dAdA
The DEA represents the part of energy emitted by &s; or g;) (si8))= N A,e J g i

element and absorbed byza element, after direct transmission o (4)
between both elements. Many authors have used this formulation

to compute DEA for various geometries using different methods. g (D0 T55)

For example, Beckerl0] gave analytic expressions in a parallel- (Sigj):j f Be ”?dAide

epipedic enclosure; Vercamen and Fromgtdf] proposed a nu- AV g

merical evaluation by a Monte-Carlo method for different geom-

etries; Kim and Smitlj12] dealt with cylindrical enclosure; and From these two improvements, a new expression of DEA can be
Tucker[13] established abacus to estimate DEA in a rectangulgfoposed using scalar vector products and the integration of radia-

furnace. tive flux over the boundarieE; andI’; surrounding volume ele-
Equations(2) call for 4th, 5th, and 6th order integratiofnd  mentsg; andg; (Fig. 2)

order for surface integration and 3rd order for volume integration

to compute the surface-volume and volume-volume DEA. In

1990, Kheiri et al.[14] proposed a computation approach for B e, (D Lip) (L - 1)
surface-volume and volume-volume DEA with a reduced integra- (sis)) = e i— g dAdA
tion order, using an exponential formulation of the absorption and .

emission of radiative flux by volume elemerits&g. 1)

(- rip) (L -0y)
) : 0.)= =Brij_=t U7 =0 21 g A 4T
|91)—f f e Phi(1 e‘ﬁpi)wdAidyj (19)) Lif[,e : rl dAdT )
% ’7Tr|J (3) ]
(gigj):f (1—e PPiyeFri(1 (0:g:) f f o Br., n [ij)(Afij' )dl" dar,
i v ! I

_ Bp; COS¢; COSgh;
—e ") 2 dyidy;. This definition of exchange areas reduces the order of integration
to four and, as it will be seen latter, provides energy balance
In these relationsy; represents the part of thg boundary di- relations available in the case of complex geometry elements. A
rectly seen frons; . Finally, Yuen and Takarf7] proposed prac- similar approach will be used to define other characteristic areas.
tical formulations of surface integration using scalar vectdn order to develop matrix formulations, all DEA are arranged in
products a unique (N+M)X(N+M)) matrix zz

ij
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[ (s151) (s1Sn)  ($101) (519m) |
—_— (sns1) (snsn) (sng1) (sngwm) ©)
— | (9181 (9isn)  (9101) (919m)

| (9ms1) (gwsn)  (9w91) (9mam) |

2.2 Total Exchange Areas. The radiative flux arriving onto
an elementz; (s; or g;) comes from all of surface and volume
elements

N M
AHS = 2 (355)We, + X, (9g8)We,
- - (7a)
M

N
4BV, Hgi = pgl (spgi)Wsp+ ZL (gqgi)wgq

Q=A-(W,~ (9c)

Q=(¢-

1m>

(9d)

where A represents the \+M) X (N+M)) diagonal matrix of
REA, & the ((N+ M) X (N+M)) diagonal matrix of ETR andZ
the (N+M) X (N+M)) matrix of TEA

[ (S1S1) (S:Sv)  (S,6Gy) (SiGw) |
27 (S\S1) (SxSy)  (SNGw) (S\Gwm)
- (G1S) (G1S\) (G1Gy) (G1Gw)

L (GuS)) (GuSy)  (GuGy) (GmGwm) |

(10)

Finally, Egs.(9(a)-9(d)) are combined to obtain the explicit ma-

In these relations!, represents the radiative flux arriving onto therix relation for the calculation of TEA

z; element, andNZi the radiative flux leaving the, element. The
latter is composed of emission and reflection for #hesurface
element, or of emission and scattering for thevolume element
Wsi:(‘3iEsi+(:|-78i)'_|si (7b)
ng=(l—ou)Egi-i-ngi

whereE, is the blackbody emissive power of tagelement and
w is the scattering albedo. The net radiative fmgi< lost by thez;

2z=g-A-[A-zz(1-8)] "-2z:% (11)

This relation is simpler than the Noble matrix expresdi®h and

is equivalent to the one proposed by Naraghi and Chiurd,
obtained from a stochastic approaémultiple Markov chain
theory). This result validates our approach in the particular case of
an isotropically scattering medium.

2.3 Reciprocity and Energy Balance Relations. The defi-
nition of DEA and TEA allows the reciprocity relations

element is equal to the difference between the radiated flux leav-

ing from z; and arriving onto it
Qs =Ai(Ws —Hy)
Qg =4BVi(Wy —Hy)
Moreover, the TEASZZ) are defined by writing the net radiating

(70)

flux Qg lost by thez element in terms of blackbody emissive

power
N M
Q=eiAEs~ 2, ($S)Es — >, (GS)Ey,
p=1 q=1
(7d)
N
Qg =4(1- ) BViEq — 2, (S,G))E,~ 2, (GGEg,

p=1 q=1

In Eq. (7), the reflection and scattering phenomena are formulatﬁ_%

by similar expressiongl5]. Therefore, using; as a surface or a
volume element, Eqs7(a)-7(d)) simply lead to

N+M
AH,= > (zz)W,, (8a)
k=1
Wzi:‘g‘iEzi'4_(1_‘23i)Hzi (8b)
Q, =AW, —H,) (8c)
N+M
Q,=&AE,~ X (ZZ)E, (8d)
k=1

In these relationsA; and ; are theRadiative Exchange Area
(REA) and theEmissive Total Rat€éETR) of the z; element re-
spectively. For thes; surface elements@\i:Ai , &i=¢;; and for
the g; volume elementsf\i=4ﬁvi , &=1—w. Then, it becomes
easy to formulate Eq8) using the matrix expressions

A-H=zz.W,
y

(92)
(9b)

W,=g-E+(l—&)-H

1M
1M
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(zZ)=(zz)) (12)
These relations imply symmetry for the DEA and TEA matrices.
Otherwise, elementary energy balance relations are used to com-
pute surface-volume and volume-volume DEA from surface-
surface DEA calculated on a volume element boundary.

(ZiZj)=(Z;Z;)

N;
(sigJ-):q; (siljq) (13a)

N N
(0i9)=2, 2 (Tpljq) (13b)
p=1g=1
In these relationd,’;; represents thgth surface element of thigh
volume element boundary. This kind of relation is very practical
to,compute DEA between complex geometry elements such as, for
tance, those resulting from an unstructured mesh. Finally, the
global energy balance relations are written in terms of DEA and
TEA

N+M

A= (zz) (14a)
k=1
N+M

sA= > (2.2 (14b)
k=1

3 The Zone Method in Emitting, Absorbing, and An-
isotropically Scattering Medium Bounded by Emitting,
Absorbing, and Anisotropically Reflecting Opaque
Walls

3.1 Indirect Exchange Areas. In an anisotropically scatter-
ing medium, the TEA will be expressed in terms obaect Ex-
change AreaDEA) and anlindirect Exchange AredlEA). The
IEA represents the part of power emitted by theelement and
absorbed by the; element, after(i) direct transfer between and
z, (ii) reflection by thes, surface elemerir scattered by theg
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(IEA)

Fig. 3 (s;s,g)) reflective indirect exchange area

volume element, andii) direct transfer betweexr, andz; (Fig. 3
and Fig. 4). For the reflection by ttsg surface element, IEAs are
defined by

(Sisksj):f f fe_ﬁr‘kpfé(@kj)
adada

(i L) (L N (-

N L) (L

n;j)
dAdAdA,

4 .4
Tk k)

(Siskgj):f f fef’grikpﬂ(eikj)
adadr

(0 Lir) (L D) (-
s
Wrikrkj

(giskgj):j f feiﬁrikpz(eikj)
riJadT

(05 L) (Fice M) (N
T4
7Tl’ikl’kj

L) (L 0p)

X e~ Frki dAdAT;

(15)

L) (L 0p)

Xeiﬁrk:i dr,dAdeJ

In these relationspy( 6;;) denotes the bidirectional reflection co-

efficient of thes, surface element. Equatiois5) are equivalent
to the expressions of Yuen and Takdda] written in terms of
volume integration for §s,g;) and (@;s,g;). In the case of iso-
tropic reflecting boundariegy (6ix;) = pi/ m, wherep, represents
the bihemispherical reflection coefficient ef surface element
and Eq.(15) leads to

(ZisK) pi(skz))

Ac (16)

(Zisezj) =

(IEA)

Fig. 4 (s;g«g)) scattering indirect exchange area

Journal of Heat Transfer

For the scattering by g, volume element, IEA are defined by

(Sigksj):J J J e Plikw BD( Giy;)
A v A

,BrkJ(Di'[ikl([?lfj'Uj)

TRk

(Sigkgj):f j f e PlikwBD (i)
advdr,

(i L) (- 0j)
- _3.3
R

(gigkgj):f f fe_ﬂr‘kwﬂ¢(9ik1)
v,

(i i) (L~ 10y)
Wriskrsj

In these relationsp (6;;) denotes the phase function of the me-

dium. Equationg17) are equivalent to expressions from Yuen and

Takara[ 7] written in terms of volume integration fos{g,g;) and

(9i9kgj)- In the case of an isotropically scattering medium,

®(0;)=1 and the Eq(17) leads to

(19 (1— @) (9kz))
4BV

Xe dAdV,dA;

Xe Al dA,dedF] a7

X e B drydv,dr,

(zi9kzj) = (18)

3.3 Total Exchange Areas. For convenience, théndirect
Exchange RatedER) must be defined
(zi9kz)
(9kz;)
The radiative flux leaving the, element in the direction of thg
element is denoted bWzizj~ This flux is composed of emission

and reflection for the; surface element, or by emission and scat-
tering for theg; volume element

(z9v2]

(19)

):

N M
Wsisj =& Esi + pzl (SpSiSJQ)WspSi + qgl (quiSjO)quSi

N M

Wsigj = SiEsi+ 2 (Spsig?)wspsi+ E (gqsig]o)wgqsi
P A (20a)

N M

Wy, = (1—w)Eg + p; (spgis?)wspgi +q§1 (gqgisjo)wgqgi

T=s; I Tia vy Twu=se
& 82 8i 2m
black semi-transparent black
wall layer wall
| ! | ] | | ] >
[ ] ] I | I I 2 v
0 Az 2Az Z; Zisl e-Az ¢
Fig. 5 Application: purely anisotropic scattering layer

bounded by black walls
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N M In Eqg. (20), the reflection and scattering phenomena are formu-

Wy =(1-0)Ey + 2 (Spgig?)ws gv+2 (gqgig?)wg g lated by similar expressions. Consequently, usings a surface
' ' op=1 Plg=1 = or volume element, Eq$20) simply lead to
The net radiative flux lost by the element is equal to the differ- R N+M
ence between the radiative flux Ieavingand arriving onto it WzizjzeiEzi+ kzl (zkziz?)WZkZi (21a)
N
N+M
= S;Sp) [ Wg + W, ¢
Qs 2, (350, ~ W] 2 (519 Wag, ™ Wags) Q=D (220[W, W] (210)
(20b) i 1 i i
N M N-+M
= 2, (6159 [Waqe,~Wog 1+ 2 (318 [Wog,~Woyg] Q,=#iAE,~ 2, (ZZ)E,, (210)

Moreover, TEAs are always defined by writing the net radiatehen. it becomes easy to formulate E@1) under the matrix
flux lost by thez; element in terms of blackbody emissive powefXPressions

Y W,,=P-3-E+zz7-L-W,, (22a)

Qsi:eiAiEsi—le (S9)Eq,~ 2 (GeS)E, Q=22-(1-L)-W,, (22b)
(20c) -

Q=(2-A-22)-E (220)

N M
=4(1-w)BVE, — S,Gi))Es — G,G))E
Qo =4 VAV, ;1( PGB, qE::l( aG1)Eq, wherezz? represents ({+M)?x (N+M)?) matrix of IER:

(21229) e (21223 )
zz2= (23)
(212ZRew) - (ZnemBENawm)
I
In these relationg ? denotes a new matrix arrangement of DEA, N+M
| represents the identity matrix, adand P the transformation (zizy)(1—&y) = E (zizez)) (28)
=1

matrices(Appendix 1). Finally Eqs(22(a)-22c)) are combined
to obtain an explicit matrix relation to calculate TEA
5 Al g S 1p.s 4 Application
2z=¢-A-zz-(1-L)-(I-zzz:L)"-P-& @4 A purely anisotropic scattering layew 1) bounded by black
In the case of an isotropic scattering medium bounded by isotropi@lls is consideredFig. 5). The medium is decomposed it

reflecting walls, IER are computed by E¢46,18,19) volume elements numbered from 1 kb and its boundaries are
R decomposed inttl=2 surface elements; ands,. Layer thick-
0. (ZiZ)(l—gy) ness is denoted bg and the volume element thickness hy
(zizgz)) = ———— (25) =e/M. Each volume elemeny; is confined byN;=2 virtual
Ax surface elementk; andI’; . ; located at coordinateg andz, ;.
and Eq.(24) leads to Eq(11). Consequentlys; =I"; ands,=I"y, ;. An anisotropic linear phase

function is set to the mediun =1+ x cos#y;. The aim of this
3.4 Reciprocity and Energy Balance Relations. The reci- application is to compute the total exchange g%, in order to
procity relations of TEA and DEAEQ. (12)) are obviously still compare results to reference ones.
valid. Besides, ifp"(8ix;) =p"(8jxi) and D (6;;) =P (6j), then The DEA between any’; andI'; surface elementén; andn;
the IEA satisfy reciprocity relations in opposite directionsof the wall is calculated by the classical

(Siz4s)) = (S;%S1) 26) relation[1]

These relations imply symmetry for the IEA matrix but not for the (I'Tj) =2E3(BAZ;) (29)
IER matrix. Elementary energy balance relations are used to COljiere Es(t)=1/3 e Yudy is the 3rd order integro-exponential
put;a surface-vlolulmed and vollume-vcl)lume EA f(;om surfaceynction, andAz;=|z;—z| the distance between both surface
surface IEA calculated on a volume element boundary elements. Direct application of this relation betwegnand s,

N; yields

Ni N
SZkg] E SIZkl—‘jq) (gizkgj 2 2 (Fipzkrjq) (5132):(F1FM+1) (30)

@7 The elementary energy balance relatidgs. (13)) are then used
Finally, global energy balances are written in terms of IEA to compute surface-volume and volume-surface DEA
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Table 1 Total exchange area S;S; in purely anisotropic scattering slab, computed with: M
=20,": M=30,": M=100 volume elements. Three significant digits for the results of [16], [17],
and [8]; four significant digits for the others.

X Reference =0.1 =0.5 Y=l =2 =3 =10
-1 this work 0.1050° | 0.3545° | 051647 | 0.6764% | 075647 | 0.9089 "
Eq. (24)
{16] 0.099 0.337 0.495 0.740
1n 0.099 0.339 0.495
0.7 [6] 0.0987 0.3367 0.4954 0.6567 0.9026
[8] 0.099 0.338 0.497 0.741
this work 0.0988' | 03375° | 049677 | 0.6581°% | 07406" | 0.9014%
Eq. (24)
[18] 0.0843 ' 0.4466 0.8833
[19] 0.4466 0.6099 0.8833
(16,17] 0.084 0.296 0.447 0.891
0.0 (20} 0.6099
(6] 0.0843 |- 02958 0.4465 0.6099 0.8828
this work i i i it iii i
E 0.0843 0.2958 0.4466 0.6099 0.6978 0.8832
q. (11)
this work 0.0843" | 02958' | 04465 | 0.6096" | 0.6978° | 0.8804"
Eq. (24,25) : ' - : : "
this work i i i i ii i
Eq. (24.17) 0.0843 0.2958 0.4465 0.6096 0.6978 0.8804
[16,17) 0.069 0.250 0.389 0.642
0.7 i61 0.0694 0.2496 0.3872 0.5482 0.8529
18] 0.070 0.251 0.390 0.645
‘;‘iis work 0.0695' | o0.2506' | 0.3891" | 0.5507" | 0.6440" | 0.8531°"
q- (24
[19] 0.3577 0.5154 0.8351
1 (6] 0.0628 0.2279 0.3577 0.5154 0.8348
this work 0.0631' | 0.2302' | 036197 | 0.5214" | 0.6164" | 0.8386"
Eq. (24)
(519))= (I —(T'1T41) where geometric integral-, g,.r; 1S given by
(528)=(Tp1l) —(Tpal40) (31) 1(t
_ ~ BlAZG I+ Az ] - Az
Ity gor,= | | e Pmilrazalul[1—em Pk g(ui )
(919) = (T 41 = (T4 1T ) = (T + (T T4 1) 0J0
Reciprocity relationgEq. (12)) allow to complete extra-diagonal X[1—e PAu ] i dpidu; (34)
terms of DEA matrix. Finally, the DEA global energy balance ) ) ] o ) )
relations(Eq. (14)) are used to computes;;) and @;g;) and linear anisotropic phase function integrated over azimuth vari-
N N able yields
(sis)=1- kzl (sizo) (gigi)=4BAz— kzl (9iz0) (32) ( )= Zi<Z<Z DOl X pg (35)
ki ki PUHIH 7,2j<z OF <%,z @ l—Xuip,
In the ciise of black boundarlf_es, reflective |IEA are equal to ZeI18jract application of Eq(33) betweens, ands, yields
(ziskz;) =0. Moreover, scattering IEA between any surface ele-
mentsl’;, andT’; of the wall is calculated by the relation (510kS2) = (T30 Ty 1) (36)

(33) Then, elementary energy balance relati¢Bg. (27)) are used to

w
rgrl)=-——~4l
(Figul’y) 4BAz Tk T compute surface-volume and volume-surface IEA

Journal of Heat Transfer AUGUST 2002, Vol. 124 / 701

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(519xk9)) = (P = (T T'j4) 1"
o Vae=y 2, (ZZ)n?o(Ti=T) (42)

(520k9) = (T4 al') = (T alj21) (37) Vi
(0i9¢8)) = (Ti+ 1) = (Ti4T ) — (D) — (M7 5.0) The numerical solution is then obtain b§ computing the com-

) ) ) ) plete total exchange area matrix; afiigl solving the energy equa-
Reciprocity relationgEq. (26)) allow to complete extra-diagonal tion for each time step.

terms of IEA matrix. Finally, global energy balance relatigis. The zone method only requires the spatial decomposition of the
(28)) are used to computezg;9;) and ©;g;g;) DEA domain (the directional behavior of the radiant intensity is inte-
N+M grated in the TEAs computatipnwhereas others methods addi-

tionally require the directional discretisation of the radiant inten-

2,0i0i)=(zgj) w— 7,0z i #]
(z9;9))=(z9)) o ;Zl (zgiz0  (1#]) sity. It is the reason why the zone method leads to accurate results.

k#] (38) Moreover, the relations developped in this work allow an explicit

N+M determination of the TEAs as a function of the radiative properties
(9i99)) = (;g)) & — E (9,912 and the geometry of the medium and its boundaries. These TEAs
k=1 can be directly used to compute the radiative source. It is the

ki advantage of these explicit relations. Finally, to solve the non-

The symmetry of the wall provides relations between exchangeationary problem, TEAs are computed before the time iterations,
areas. Using this relations reduces the number of DEA and IEB& an initialising procedure, and then used at each time step. It is
calculations. TEA are computed using the explicit matrix relatiothe reason why the zone method allows a quick numerical deter-
(Eq. (24)). The global energy balan¢Eq. (14)) provides a vali- mination of the temperature in the case of nonstationary heat
dation of the results. Numerical values are compared to referenggnsfer. This advantage is much more important for solving
data in Table I, for different wall optical thickness= e and coupled heat transfer problerfi,4,5,9].
different anisotropic factox values.
The calculated value 08;S; compares very well with those
obtained by various methods such as: previous versions of zdne Conclusion
method|6,8], analytical solutior16,19], successive approxima- A new explicit matrix relation for the calculation of TEA in
tions[17], the normal mode expansion techniqd8]and an it-  omitting, absorbing and anisotropic scattering semi-transparent
erative approach with spherical harmonics method used for thegium bounded by emitting, absorbing and anisotropically re-
initial guess[20]. A large number of elements is chosen to providge cting walls has been established. It allows the computation of
a reference solution with Eq11) in the case of an isotropic T ag a function of the radiative properties and the geometry of
scattering wall. Fox=0, $,S, calculated with the isotropic Sim- yhe medium and its boundaries. This method is applicable to non-
plification (Eq. (25)) is close t0S; S, calculated with the complete gray medium, using the weighted sum of gray gases model. More-
formulation of scattering IEAEQ. (17)), both being in good oyer new formulations of DEA and IEA have been proposed.
agreement with results obtained by E@1). In the other cases, They enable the computation of the characteristic exchange areas
Eq. (24) provides good results with a moderate number of €lg the case of complex elements like unstructured meshes. At our
ments, which has to be increased, of course, when the optigalyjedge, such an application of the zone method has never
thickness increases. been dealt with so far. It provides a large range of investigation for
a method which has always been considered as a reference one in
terms of accuracy.

5 Advantages of the Zone Method

The advantage of the zone method appears clearly when sghppendix 1
ing a nonstationaryeither coupled or notheat transfer problem.
In this case, the temperature field is the solution of both coupledDefinition of Matrixes zZ, L, and P.  Transformed DEA
partial derivative equations, energy equation and radiative transfeatrix z22((N+ M) X (N+ M)?) is defined by
equation: - -

812 0
aT
Var=pC— (39) 0
0 Sz
R . wp . R zP=
Vi(M,A)=(1—w),8ib(M,A)+Ef P(AA)I(M,A)AQ’ - 917 0
AT
(40) °
whereqg represents the radiative flux L 0 G |
o with SZTLSS) o (siswl(8i8) -+ (siGw)]
Or= L i(M,A)AdQ (41) 9izi=[(gis1) - (gisn)|(9ig1) -+ (9igm)]

) ) ) ) ) The vector of radiative outgoing fluw,,((N+M)2x 1) and the
The numerical solution of this problem is generally obtained using, nsformed vector of radiative outgoing i’ ((N+M)2x 1)
a spatial mesh of the domain and a directional discretisation of t ks

e . . L . defined by
radiant intensity. Both partial derivative equations are formulate _ )
in terms of discrete algebrical equations for each element and each " W, , ] 0 ;Sl
direction. Then, a numerical procedure leads to the radiant inten- o
sity ij;=i(M;,A;) and the temperaturg =T(M,), for each node W p
M; and each directior; . This computation has to be done for W= | o Wi=| A
. W22 V22 f
each time step. W,z Wag,
Using the zone method, the radiative source on each isothermal
element at the temperatuig is directly expressed in terms of w W
TEAs L~ 9ImZ | Y704 ]
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Wzizl Wzlzj
with W, , = and W;izj =
ZIN+M N+ M
Then matrixL((N+M)?X (N+M)?) transformsWw,, to W?, by
W;z:E' sz

radiative flux leavingz; element in
direction ofz;, element, W/ri

Moreover, the vector of

blackbody emissive povif(N+ M)

X 1) and the transformed vector of blackbody emissive pow&lements
Ef((N+M)?x 1) are defined by

[ Es, T [ EsInem T
ESN f ESNI_N+M
E= E'= E |
- 91 - g,-N+M
B EgM_ B EngN+M_

zz = Direct Exchange AreéDEA), m?
zZ = DEA matrix with peculiar arrange-
- ment, n?
ZZ = Total Exchange AreéTEA), m?
zzz = Indirect Exchange AredEA), m?
zz? = Indirect Exchange RatdER)
v; = part ofI'; boundary surface element
directly seen frong; element
I'; = boundary surface af; volume ele-
ment
I;; = jth part ofI'; boundary surface ele-
ment
s, S = surface element
g, G = volume element
z,Z = generalized notation for elements

wherely, v represents the (+M)Xx1) identity vector. Then, General features
matrix P((N+M)2x (N+M)) transformsE into Ef by

E'=PE

(quantity into brackejs =
underline type quantity=

scalar value of exchange area
vector or matrix

In practice, it is not necessary to storeand P matrixes but References
simply to program the transformations they do.

Nomenclature?
Quantities

Radiative Exchange AreREA), n?
Emissive Total RatéETR)

specific heat, J/kg K

volume elements thickness, m
wall thickness, m

blackbody emissive power & ele-
ment, W/nf

radiative flux arriving ont; ele-
ment, W/nf

radiant intensity, W/rsr

blackbody radiant intensity, W/sr
identity matrix

refractive index

normal vector ofith differential sur-
face element,

number of surface and volume ele-
ments respectively

surface elements number bf

solid angle, sr

distance acrosg; volume element in
the direction defined by;; , m

= radiative flux, W/nf

net radiative flux lost by; element,
w

net radiative flux exchanged between
z; andz; elements, W

density, kg/m

bidirectional reflection coefficient
distance between two differential
elements, m

angle between incident and reflected
(or scatteredyay, rad

radiative flux leavingz; element,

W/m?
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Bubble Dynamic Parameters and

Pool Boiling Heat Transfer on
_snusnngusien | Plasma Goated Tubes in
s | Saturated R-134a and R-600a

Dean of Engineering,

Fellow ASME
An optical method for measuring the bubble dynamic data subject to an isolated bubble
Chung-Guang Ke model is presented at low heat flfog<1 kW/n?); while the operating heat fluxes are up
Graduate Student to 30 kW/mi. By simultaneous measurements of departure diameters, velocities, frequen-
cies and nucleation site densities, the heat transfer contribution of an individual active
Department of Mechanical and Electro- site is evaluated. A single phase heat transfer correlation was used to model the present
Mechanical Engineering, heat transfer data. The test specimens consisted of tubes with porous copper (Cu) and
National Sun Yat-Sen University, molybdenum (Mo) plasma coated surfaces. The porosjytife thickness of the porous
Kaohsiung, Taiwan 80424 layer (5), and the mean pore diametes)(of the tested tubes are the following: 0.055
<e=<0.057, 100s6<300um, and 3<#n<4um. The tests were carried out using
R-134a and R-600a as working fluid at a saturation temperature of 18°C and with low
and moderate heat fluxess{. kW/nf) for boiling visualization and related measurements
(<30 kwW/ni). [DOI: 10.1115/1.1481360
Keywords: Boiling, Bubble Growth, Enhancement, Heat Transfer, Refrigeration
1 Introduction been made to find ways to design more compact and efficient

. S . evaporators for the process and refrigeration industries based on
It is known that nucleate boiling is characterized by the form"tFCs/non-CFCs. Industries are currently undergoing a massive

tion of vapor bubbles from fixed sites randomly distributed on &nversion process from CFC to HRllke R-134a)or HC (like
heating surface. Moreover, enhanced boiling surfaces WOUId.g%‘-BOOa). The conversion establishes a need for refrigerant data on
erally create more bubbles and, consequently, result in a highg

; I9RRE substitute refrigerants such as R-134a and R-600a used in this
heat transfer performance. Although plenty of studies of boﬂm&udy_
heat transfer have been devoted to enhanced surfaed, due In spite of foregoing merits, these metho@sg., Barthay7]
to the highly complex nature of boiling and difficulty in measureazng Ammerman et a[8]) have the disadvantage of being limited
ments such as the Qetermlnatlon Qf key boiling parametgrs such@sither special types of fluids or to special types of heating
bubble departure diameter, velocity, frequency, and active nuclgyfaces. Therefore, more accurate and detailed study of the
ation site density, aspects of the boiling heat transfer mechanisgigple dynamic data especially for bubble departure velocity from
on enhanced surfaces remain unclear. i coated enhanced surfaces in R-134a and R-600a are needed.
_Previous studies have employed several photographic te@flertz et al.[9] reported an experimental study for tubes with
niques to determine the above-stated bubble dynamic data. Fewg@ks in compact two phase heat exchangers. Very recently, Hsieh
them have applied the data to predict each component of the tgfall Yang[10] performed a series of pool nucleate boiling heat
heat flux(latent heat, natural convection, and micro convegtionransfer experiments from coated surfaces with porous copper
as well as to validate their boiling models. (Cu) and molybdenuniMo) and helically wrapped with wire on
Barthau[7] proposed an optical method for measuring the agopper surfaces immersed in saturated R-134a and R-600a.
tive nucleation size density on a tube immersed in R-114 at vari-This paper is a continuation of the work of Hsieh and Yahgj]
ous pressures. The heat transfer contribution of an individual &@o-broaden our fundamental understanding of the mechanisms of
tive site is found to decrease with increasing pressure and gool boiling heat transfer on plasma coated tubes in saturated
decrease strongly with increasing heat flux. Small increases of tRel34a and R-600a.
bubble departure diameter and of the bubble frequency have been
observed with increasing heat flux.
Ammerman et al[8] developed a unique method to determine
the vapor volumetric flow rate as well as boiling dynamic data LDV Measurements and Videography
above a heated wire within a saturated liquid FC-72 utilizing a )
single photograph and Laser-Doppler anemometry. Overall contri-2-1 LDV Measurements for Bubble Velocity and Bubble
butions to the total heat flux from four nucleate boiling heat tran&€eparture Frequency. The present system is a commercial two
fer mechanisms were determined. color, four beam DANTEC fringe-type LDV system, operated in
In recent years, environmental concerns over the use of CFi§ backward scatter mode, with the general layout shown in Fig.
as working fluids in refrigeration and air-conditioning plants havé Which is similar to that of Hsieh et gl11]. Standard DANTEC
led to the development of alternative fluids. Among these alterna2 < Mmodular optics and a model Stabilite 2016 4W Special Phys-
tives, R-134a and R-600a are used as substitutes for the cdf§-Ar’ laser are mounted on a two-dimensional, traversing sys-

monly used CFC-12. Moreover, considerable effort has recent§M- Two separate LDV channels are formed by use of color sepa-
ration of beams with wavelengths 514.5 rigreen light) and

Contributed by the Heat Transfer Division for publication in th®URNAL OF 488.0 nm(blue Ilght)' These two beams form Orth.Ogonal. frlnges
HEAT TRANSFER Manuscript received by the Heat Transfer Division July 27, ZOOlby means of a standard DANTE_C two channel optical train. These
revision received March 12, 2002. Associate Editor: D. B. R. Kenning. two sets of fringes allow the simultaneous measurement of two
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Fig. 1 Photography technique and LDV facility schematic for recording bubble dynamic data

orthogonal velocity components. The transverse velocity compo-2.2 Videography for Bubble Dynamic Parameters(d,, and
nent is measured using the 488.0 nm beam, while the 514.5 mn A JVC Model Gr-DVM 70 gated, intensified, high resolution
beam measures a streamwise velocity component. A combin@@D video camera with a motion analyzing system was used to
counter-type signal processt@antec model 57H00with func- visualize the boiling phenomena in the test sections as also shown
tions of counter, buffer interface and coincidence filter, which im Fig. 1. This system was used to capture single-frame images of
interfaced with a LEQ(Intel-486) PC in the direct access mode,vapor bubbles above the heated surface, and it can provide images
was employed for data processing. Statistical data were basedaba speed of 30 frames per second. Such a technique is the same
a sample size of 320,000 measurements with a sampling fess the work reported by Ammerman et g8]. The illumination
quency of approximately 400 samples/s, from which the timgrovided by one LPL-BROM CINE 500 W floodlight was filtered
averaged values were determined. through a diffuser for the videography. The field of view is 18
The laser-Doppler signal from the photomultiplier was fed to & 5.5 mm in the horizontal and vertical directions, respectively.
signal processor and then measured with a frequency counter. Mideo images were synchronized and transferred to an IBM 586
digital value of the Doppler frequency shift,, the characteristic PC, where they were digitized by a 64@80 frame grabber board
wavelength of the lasex, and the half-angle between the beamand analyzed by image processing software. There are eleven po-
02 are translated to streamwiseand transverse velocity com- sitions (points)to be measure¢one value/measured pojrds in-
ponents, respectively, by the equation: dicated in Fig. 1. Unlike Hsieh and Yarl|d0], a single photo
method following Ammerman et 18] was applied to analyze the
N f present measuring data to obtain the bubble departure diameter.
ulor p=_uorvpb (1) The nucleation site density was measured for different heat fluxes
2 sin(6/2) by photographing the test tubes with a high speed camera at 30
frames/s. The flash duration used was less than 50 nanoseconds
Data were taken whenever a signal was validated. Moreovépd the camera is capable of shutter speeds up to 1/500th of a
the departure frequency of the bubble can be simultaneous§cond. The photograph was projected on a screen to obtain suf-
measured. ficient magnification, and the bubbles corresponding to nucleation
In addition, various sources of uncertainty contribute to th@tes on the surface were thus counted.
random and system errors in the mean velocity measurements.
These include index of refraction effects that alter the half-angle
between the beams and the optical probe volume location; velag- Experimental Setup and Procedure
ity bias, filter bias, and velocity gradient broadening; and finite
size of the data samples. The visual optical probe volume posi-3.1 Test Facility and Test Section. The experimental appa-
tioning uncertainty was kept less thar0.01 mm by the careful ratus, including the measurement positions, is similar to that of
determination of an initial reference location and using steppirigsieh and Yand10]. It consists of a rectangular container with
motors with incremental steps equal to . the dimensions of 300370300 mm made of stainless stésée
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Fig. 2 (a) Test section; (b) Thermocouple positions and test specimen

Fig. 2 for details). Saturated nucleate pool boiling data were takeimulate a portion of a typical rod in a refrigerant-flooded evapo-
on a smooth tube and two plasma coated tubes with R-134a aatbr. It was fabricated from a copper tube. The test specimen is
R-600a as working fluids. More than six runs for each tube weseldered to a flange at one end of the tank. The copper tubes were
conducted. Some of these tests were repeated after several moa€henm in outer diameter, with an inner diameter of 12 mm. Each
to verify the reproducibility. The tested tube was designed tartridge heater was 220 mm long with an actual heated length of

Table 1 The specification and dimensions of the present coated tubes studied

. thickness of surface . mean pore
Tube No. surface(coating i h porosity diamet
(designated symbol)|  material) porous fayer roughness e lameter
d(um) Ra(pm) n(pm)
Tubel (S) Smooth — 0.07 — —
Tube2 (CM) Mo 300 7.24 - 0.055 3
Tube3 (Cu) Cu 100 7.84 0.057 4
Note : All tubes considered have OD 20mm and ID 10mm with a length 210mm
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Fig. 3 SEM observations for test tubes

210 mm and 11.95 mm in diameter with a maximum power outplayer (8), and the surface roughne@®a))were calculated follow-
378 W and was inserted into the copper tube. The test sectiig the same procedure as indicated by Hsieh and Ya@g The
included both smooth and treated surfaces. rm.s. roughness valueRa) in the circumferential direction
Both increasing and decreasing heat flux of boiling data wergnged from 0.07um for the smooth tubeS) to 7.84 um for the
obtained but only the data for decreasing heat flux are shownbes coated with coppeiCu), the corresponding porositi)
Table 1 depicts the dimensions of the test tubes. The tubes Withm 0 to 0.057 and mean pore diametéy O to 4 um, Table 1.

coated surfaces were provided by Metal Industrial Research agglling on the heated surfaces was illuminated, photographed and
Development CentefMIRDC) of Taiwan. Because one of the neasured through windows at the sides of the apparatus. Tube

objectives is to investigate the surface roughness effect on boiliggy| ang pool bulk temperatures were also measured.
behavior, the tested surfaces including smooth surfaces were ex-

amined by an SEM. Figure 3 shows these results. The characterd.2 Experimental Procedure. The primary measurements
istics of the coated surfacds.g., the porositye), thickness of consist of tube wall and pool bulk temperatures, and the power to
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Fig. 3 (continued )

the heater. Foull type sheath thermocouples with diameters giool temperature measured by the thermocouplesthin

1.1 mm as shown by Hsieh and Yafig]located at the middle of +0.1°C). The power supplied to the test section was gradually,
the tube are used to measure the tube wall temperature. TFousind slowly, reduced to zero. The test pool was maintained close to
type thermocouples, two just right above the tube surface, o saturation temperature with an auxiliary heater for about 40
positioned at the center and one at the end of the tube lengthi. then the heater was switched off to minimize convective

respectively, are used to measure the pool temperature, and 4§85 The heating power supplied to the test section was slowly

liquid was mam;alned at its saturation temperature at the COreag gradually increased to almost 30 k\W/fior heat transfer
sponding operating pressures. The temperature difference between

these two points was withirt0.1°C at the maximum power input measurements. Due to the bubble coalescence at high heat fluxes,

A variac-controlled AC power supply, a current shdhs  with boiling visualizatiqn tests were employed _for only heat fluxes up

1 percent accuracy), and two precision multimeters, one for cif- 1 kW/n‘?. Both increasing and decreasing heat flux data were
rent and one for voltage measurement, provided the measureni@kgn in order to obtain more accurate data and to observe boiling
and control of the input of electric power with an accuracytdf hysteresignot shown). For the decreasing data, the heat flux was
percent. The other two thermocouples were used to measure té@uced from 30 kW/fin pre-determined steps by means of a

vapor temperature and were positioned along the tube about\iliac. It generally took about 30 min to achieve steady-state con-
and 105 mm respectively above the liquid free surf@ee Hsieh ditions after the power level was changed. A steady-state condi-

and Yang[10] for details). . . tion was assumed when the temperatures in the center of the test
Prepared test sections were cleaned with chlorinol and waighe did not vary by more than 0.1°C over 2 min.

and finally with acetone. The tank was cleaned with acetone be'During all the tests, the saturation temperature was kept near

fore each run. Once the evaporator tube was installed, the systega~ ¢ "\ 1 R-134a and R-600a respectively. Test liquids were
was evacuated to a pressure of about 30 Pa. If no leaks were '

detected over a 24 h interval, the evaporator was charged with efully prepared and kept C_'eaf‘ to avoid _the contamination;
working fluid from a reservoir to a level of 60 mm above the topOWeVer. uncontrolled contamination may still occur. More de-
of the tube. This resulted in a vapor pressure of about 537 kigdled relevant properties of the refrigerants in this study can be
(R-134a)and 284 kP4R-600a), respectively. found in Hsieh and Yand10]. All the data were obtained and
The power was applied to the pool to degas the test fluids afeduced with a computer-controlled data acquisition system.
heat flux of 30 kW/m for 1.5 h and 1 h, respectively. The satu-Room temperature was maintained at 25°C, so that heat losses
ration temperature at the measured pressure was compared tdfiiie the test section were almost constant during all experiments.
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Table 2 Maximum possible measurement errors Accuracy of the bubble diameter measurements is estimated to
be within £1.9 %/ or+0.6 % at the minimum/or maximum heat

Quantity Systematic error Random error flux with an extreme high space resolution9.5 nm)of CCD
. O £2.06% O +249% camera. The uncertainty in the number of bubbles was found
4 @ *1.58% © +232% within £7.1 % for the minimum and-4.9 % for the maximum
O +140% O +1.28% h_eat flux. Uncertainty estimates for timedisl.7 %. The frequer_l- '
d O +0.44% © +0.409% cies reported are average values and the observed fluctuations in
. . frequency are less than8 %. The data presented refer to indi-
q O £10.6% © “0'20/0 vidual and isolated bubbles. Of the uncertainties specifically at-
© £310% © £234% tributable to the LDA technique, filter bias, velocity bias, and
" O +10.8% O *105% gradient broadening were carefully examined. Filter bias was
© +3.48% © £330% avoided. The maximum velocity bias was estimated to be less than
O +5.16% O +487% 10 % but typically, it was about 10 %. The effect of gradient
! O +3.67% O +324% broadening seems negligible. Calculation of the mean results in
statistical uncertainties af 12 % for mean velocity at the largest
£ +6.24% +59% heat flux level. Table 2 summarizes the estimates of maximum
inaccuracy(systematic errorand imprecisionrandom errorjas-
- £13% £11% sociated with each measurements.
X +0.05mm + 0.01lmm
5 Results and Discussion
y +0.05mm +0.01mm

5.1 General Observations. Due to the random microstruc-
z £0.05mm +0.0imm ture of the present enhanced tubes, bubble departure diameters are
generally very random, which fitted over the range of 50—a60
at the same heat flux. Smaller bubble diameters were found for

Ur £7:5% =66% enhanced surfaces than for the smooth tube. However, bigger
bubbles were found for R-600a test refrigerant. Bubble agglom-
Ui, +8.7% +8.26% eration was found af>1 kW/nm?. These features could be seen
from a set of typical photographs shown in Fig. 4. In fact, as heat
Note : O denotes 0.6kW/m® @ denotes lkw/m® @ denotes 30k Wm" flux increases, bubble coalescence takes place especially for

plasma coated surfacéBigs. 4(c)and 4(e)).

Like Hsieh and Yand10], the mechanism which described the
boiling process from porous structures of the present plasma coat-
ing surfaces can be explained as follows; it appears that the heat is
4 Data Reduction and Uncertainty Analysis conducted to a liquid layer at the upper surface of the porous

For each power input, the heat transfer coefficient was CaICi}_ructure. This conduction supposedly occurs through the matrix

lated on the basis of bulk fluid saturation temperaturgy, tube ormed by t_he solid p_ortion of these wick and liquid in_ the porous
heat flux @), and the average valud§,) of the four tube wall spaces. It is recognized that the vapor bubbles exist within the

temperatures. The heat transfer coefficient at each power in?@{es fcf)rmeg Ey the &/oicti_ sp?;]:e be:]vvt(;en tv:/_g solitd_porti((j)rtlﬁ. Hiat
was then calculated, following= Q/|A(T xyg— Tea) | s transferred by conduction through the solid matrix and then by

Using the method of Kline and McClintodd.2], uncertainty conduction across the liquid portion. The pores within the matrix

estimates were made considering the errors of the instruments,?ﬁ% interconnected so that liquid can be supplied to the pores and

measurement variance, geometry uncertainty and calibration $pP°" ¢@n pass through the matrix to the tube surface. As vapor is
erated within a pore, the pressure in the vapor incrddges

rors for the heat flux, temperature, and bubble dynamic param . L X .
measurements. The uncertainty in the wall superheat was doi. en the pressure is sufficiently high, it overcomes the surface

nated by the uncertainty in the wall temperature measuremenig 0" retention force and the vapor is forced through the inter-
The values of the four wall temperatures were recorded and Coﬁ?_nnected channelgores)to the liquid.

pared to examine variation caused either by nonuniformities inthes 2 |ocal Bubble Velocity and Final Velocity. The LDV
cartridge heater or by the test tube soldering and assembly proggstem was used to determine an average of measured instanta-
dure. Wall superheat uncertainty can be attributed primarily ffeous bubble velocities at each height following Ammerman et al.
thermocouple calibratior{(==0.1°C) and temperature correction (1996). Figure 5 indicates that the local bubble departure velocity
from the thermocouple reading to the reference surface. The magiong the bubble rising path above the smooth test tube for
mum variation of the four measured wall temperatures was-134a at different heat flux levels. Also included in Fig. 5 are the
+0.3°C at the maximum heat flue=30 kW/n). The uncertainty results from Ammerman et 48] for comparison. Local averaged

in the saturation temperature was estimated to be less thabble velocity increases along the rising path until a critical ve-
+0.1°C. locity (final velocity)is approached at a height of 8 mm above the

Substrate conduction heat losses were quantified at differegbe for all studied cases. This behavior is in excellent agreement
heat flux conditions by solving three-dimensional conductio@ith the results of Ammerman et 48].

problems with a finite-difference solver. This loss varied between However, the magnitude of the present study is consistently
10.2 % and 0.2 % for heat flux conditions between 0.8 kMion |ower (25~30 percentthan that of Ammerman et al. at the cor-

30 kw/n?, respectively. The other primary contributor to heat fluxesponding height due to different working medium used. The
uncertainty was heated surface area. For instance, it is abéut reason for this behavior is that, initially, the buoyancy force
% for Tube 3(Cu) coated surface aj=0.8 kW/n?. Combining caused the bubble to accelerate when departing from the tube.
these effects lead to overall uncertainty estimates in heat flux ®fentually, however, the drag force on the bubble balances the
11.2 % at the lowest heat input. Based on these uncertaintieshufoyancy force which results in a constant velocity thereafter.
indicates the uncertainty of the wall heat transfer coefficient to Iince the present bubbles generated from the surfaces are very
about+15 % atq=0.8 kW/nt. small (~0.1 mm), surface tension forces are often strong enough
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Fig. 4 lllustration of boiling visualizations: (a) smooth tube 1 kW/m 2, R-134a; (b) smooth tube 0.6 kW/m 2, R-134a; (c) coated tube
(Mo) 1 kW/m?, R-134a; (d) coated tube (Mo) 0.6 kW/m?, R-134a; (e) coated tube (Cu) 1 kW/m?, R-134a; (f) coated tube (Cu) 0.6
kW/m?, R-134a; (g) smooth tube 1 kW/m 2, R-600a; (h) smooth tube 0.6 kW /m?, R-600a; (i) coated tube (Mo) 1 kW/m?, R-600a; (j)
coated tube (Mo) 0.6 kW/m?, R-600a; (k) coated tube (Cu) 1 kW/m?, R-600a; and (/) coated tube (Cu) 0.6 kW/m?, R-600a.

to maintain the spherical shape. The traditional Stokes’ law mépth velocity and diameter. With plasma coated surfaces, the
not apply due to the failure of the no-slip condition to hold at &ubble diameter becomes even smalkgbout 1/3)and, in turn,
mobile interface. this also results in a smaller final velocity/2) due to a resultant
Further observations of the local average bubble velocity femaller buoyancy. Table 3 lists results from Fig. 7 with compari-
different test tubes are presented in Fig. 6, and it indicates tisins from the calculated values based on Stokes’ Thefidh
with a higher heat flux, a higher local velocity was reached due &md previous investigation, Rohsend®b6]. Naturally, the differ-
a higher driving force applied. The velocity in Fig. 6 also stronglgnces can be seen due to a quite simple model for each.
suggests that such a value seems independent of the surface com summary, experimental final velocities for vapor bubbles ris-
dition of test tubes. ing in R-134a and R-600a are presented in F{@).8As one may
Local bubble velocity distribution versus bubble diameter camote, due to the present very small bubblds<(0.35 mm), sur-
be found in Figs. #&)—(c) for smooth and plasma coated surfaceface tension forces are often strong enough to maintain the spheri-
for different heat fluxes. Figure(d) indicates a nearly linear ve- cal shape. As a result, most of the present bubbles are within the
locity increases with bubble diameter for R-600a with abbtd0 spherical bubble regime especially for R-134a test fluid. However,
percent scatter in the range of 04@<0.55 mm. As heat flux for R-600a, the bubble size seems biggdr>0.35 mm), they
increases, bubble departure velocity increases. For instange, afelong to the ellipsoidal regime. Some of the spread in the data
=1 kW/n? final velocity can be reached to 0.19 m/s with a cornay be partly due to the experimental scatter and partly due to the
responding bubble diameter of 0.57 mm for R-600a. The sarmarface contamination. The wide variance in the data perhaps re-
finding can be seen in Fig. 7()r R-134a with smaller values of flects uncontrolled contamination of the R-600a. It is recognized
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Fig. 4 (continued )

that the final velocity is a complex function of the bubble diam- 0.18 [

eter, also evidenced by Figd@j—(c), because of the distortion of E g § B E

the bubble shape, and ultimately because of the oscillation of largez %6 E a @ 8 g 3 v v & N

bubbles as they rise through the test refrigerants. The present dateE 4 £ 8 v v v

for spherical regime were also correlated followed the correlation :; E @ ) ! ? u

described by Clift et al[13]and results were also shown in Fig. 3§ %12 | A" : . * \J ¥

8(a) and it is found that all the experimental data fall withir20 RS = | K $ vy

percent band as shown in Figh8. The curves converge for small %" E ; y '

spherical bubbles and for large bubbles where surface tensionZ 008 = §¢ M

forces is not important any more. B 006 b Pres e | Ay
5.3 Bubble Departure Frequency. The bubble dynamics for 5 oo, E- S I e

R-134a and R-600a are seen to depend on heat flux. After the & E A 008Wem. | A 9.1Wiem’

onset of nucleate boiling, single bubbles occur close to the heated™ 002 M I AV

wall. As the heat flux increases, bubble coalescence takes place a: o S DR R R S AR AP

stated before. Then, bubble growth after departure, and bubble 0 2 4 6 8 10 12 14

agglomeration may occurg>1 kW/n?). This behavior is more
pronounced as the heat flux increases. For visualization tgsts (
<1kw/m?), the bubble diameter increase after departure is

mainly due to the liquidoutside the bubblepressure becoming Fig. 5 Local averaged bubble velocity distribution versus ver-
smaller as the bubble rises along its path. For both R-134a aiudl position

Height Above Tube (mm)
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Fig. 6 Local averaged bubble velocity versus vertical position
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Fig. 7 Bubble diameter versus bubble velocity

R-600a, the departure diameter was observed to slightly decredéé the geometry as well as nucleate boiling bubble dynamic
with increasing heat flunot shown)which is in agreement with results. In order to correlate the increasing nucleation site density,
Hsieh and Yand10]. The bubbles tend to have a spherical shapge parameters of the plasma coated surfedgsand N were
small diameterg< 0.35 mm)to an elliptic shape for large diam- developed.N. represents the competing forces of viscosity of

eters(> 0.35 mm).

suring technique used.
5.4 Nucleation Site Density(n).

liquid phase and capillaritjl 7], No;= 2/ 7p o, 7is the average
With bubble velocities known, individual bubble frequenciepore diameter andl= 7/J is the geometric scale factor. The cor-
can be directly counted from LDV signal process. Frequency iglation has the following forniFig. 11):
shown versus heat flux in Figs(a#) and (b), respectively, for
R-134a and R-600a. Again, the frequency increases rapidly versus
heat flux in the partially developed boiling regime. A correspondyherec= 150/nt? K312
ing increase in active nucleation sites was also found, which is
similar to the results reported by Ammerman et[8] and Hsieh
and Yang[10]. However, the present results seem consistently
lower for both R-134a and R-600a than those of Hsieh and Yang
[10], also shown in Fig. 9 for comparison, due to different mea-

n=c Pr.lGB}\ 70.12Ng.f051(AT)3.121

)

3.793<Pr=3.982

1X

107 2<)\<4x1072

1.089X10 3<N=1.574x10"3
The present exponent oA{T") was found to be 3.12 and the effect

The nucleation site densi- due to surface condition is significant in spite of two coated sur-

ties (n) were estimatedcounted) from the photographs. The faces considered herein.
nucleation size densities as a linear function of the heat flux for
smooth and plasma coated tubes for both test refrigerants ar6.5 Heat Transfer and Correlations for Nucleate Boiling.

shown in Fig. 10. The nearly linear increaserofvith q of the Heat transfer results can be found from the boiling curves for
present data is different from the data obtained in Barthau's wosknooth and two coated surfaces in both R-134a and R-600a. Heat
[5] where a nearly quadratic increase was found for a horizonteansfer coefficienh versus heat flux; was plotted in Fig. 1@).

tube in R-114. It can also be seen from Fig. 10 that, for coat&enerally speaking, the best heat transfer performance was found
tubes, the nucleation site density obviously increases for a givis Tube 3(Cu) followed by Tube 2(CM) and Tube X(S) and is

heat flux for each test fluid. This kind of increasing behavior dbund to be insensitive to bubble local velocity. However, it is
the nucleation site density has also been found previdd®8y. directly proportional to departure frequency and active nucleation
Also, the heat flux is known as a function of the degree of wadlite density.

superhea T, namelyg~(AT)™, wherem is about 3. In addi-  Following Nakayama and co-workers, the latent heat flux from
tion, the present nucleation site density has also something tottle present surfaces can be found by using
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U (Experiments) present coated surfaces, while the lower part of this figure indi-

Fig. 8 Uy versus d and
experimental results

g =(

whereab is the average bubble departure diameter fil the
average departure frequency. The upper part of Figh)lilus-

the deviation of

n) (mdy/6) fhigp,

U7 correlation with

cates the sensible heat flux ratio which was obtained by subtract-

ing the latent flux ratio from 1.0. Like previous studigs18], as

the total heat flux increases, the value of the latent heat flux ratio
decreases for coated surfa¢esy., from 0.85 at 0.6 kw/fndown
to 0.45 at 1 kW/r for Tube 3(Cu) in R-600a)as compared to

®)

trates the ratios of the latent heat flux to the total heat flux for thensfer contribution.

that of smooth tube for coated surfaces, the latent heat takes most
part of heat transfer contribution at low heat fligxg., up to 0.8 at

0.6 kW/nf for Tube 2(CM) in R-600a). On the other hand, for
smooth surfaces, the sensible heat accounts for most of the heat

Table 3 Final velocity for the smooth tube and comparison with theoretical results

2
P g Rohsenow (average vapor velocity (%j
resent study ) _ B
u,, = a_ U, ms) Stokes’ law (U, = 3, (o,-p)8)
Heat flux U, (mis) Py, U, (mis)
R-134a (S) R-600a (S) R-134a (S) R-600a (S) R-134a (S) R-600a (S)
1k W/m’® 0.13 0.19 0.000208 0.000397 0.133 0.193
0.9k W/m’ 0.128 0.164 0.000187 0.000358 0.136 0.2
0.8k W/m® 0.125 0.16 0.000166 0.000318 0.137 0.208
0.7k W/m? 0.116 0.15 0.000146 0.000278 0.14 0.216
0.6k W/m’? 0.113 0.14 0.000125 0.000238 0.140 0.222
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Fig. 10 Nucleation site density with heat flux

The present results can provide some details to model nucleate
boiling heat transfer and fluid motion. The following modeling
effort was made based on Rohsenow’s model describgd5h
with Re, redefined using the measured bubble departure diameter
as a characteristic length. Figure(aBdepicts such a correlation.
This again proves that it is possible to adapt a single-phase forced-
convection heat transfer correlation to nucleate pool boiling for
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Fig. 12 (a) Heat transfer coefficient versus heat flux and (b)
latent/sensible heat flux ratios for enhanced surfaces

phasma coated surfaces at very low heat fluxes. The enhancement
effect can be clearly noted when comparing the coefficient
(=0.29) of the present correlation to that of the Dittus-Boelter
correlation(=0.023). Figure 13(bshows the plot of the correla-
tion. The correlation predicts 99 percent of the data wittik0
percent.

Conclusions

Bubble dynamic parameters and pool boiling heat transfer on
two plasma coated tubes in saturated R-134a and R-600a at low
and moderate heat flux were studied. Since the present visualiza-
tion is subject to an isolated bubble model, the observations are
therefore irrelevant to practical conditions. Nevertheless, the
present results may still provide some information at low heat
fluxes for bubble dynamics study. The results lead to the following
conclusions:

1 Local bubble velocity distribution along its rising path as
well as a final velocity was found. A linear increase in local
bubble velocity was also noted for both R-134a and R-600a. How-
ever, the local velocity and bubble diameters for R-600a are con-
sistently higher than those of R-134a. As a result, the final veloc-
ity in R-134a is almost half the value in R-600a. A final velocity
correlation was obtained, based on Clift et[dl3].
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o
o

bubble departure diameter measured at an elevation
of 1.5 mm from the heating surface, mm

d, = outside diameter of test tube, mm
f = bubble departure frequency,’s
fo = Doppler frequency used in E¢l)
h = boiling heat transfer coefficient, W/mK
hiy = latent heat, kJ/kg
k = thermal conductivity, W/mK
L = length of test tube, mm
N = number of bubble generated
N¢s = a dimensionless groumf/ NP0
n = active nucleation site density, site€/m
Nu = Nusselt numberd, /k
P = pressure, kPa
Q = heat transfer rate, W
q = heat flux Q/A), Win?
Ra = roughnessum
Rg, = Reynolds number based on bubble departure diam-
eter,qdy / uqhyg
AT = temperature difference, K
ATgy = degree of wall superheat, K
U = local bubble velocity, m/s
Uag = average vapor velocity, m/s
Ut = bubble final velocity, m/s
u,v = velocity component used in E€L), m/s
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Fig. 13 Heat transfer with experimental data

2 Bubble dynamics were found to be dependent on the heat
flux for both R-134a and R-600a. The departure diameter was a &

Greek Symbols
6 = porous layer thicknesgim

€ = porosity, (%)
n = average pore diametexm
0 = helical angle, degree or radian
N = geometric scale factory/S
p = dynamic viscosity, Ns/m
p = density, kg/m
o = surface tension, N/m
subscripts

avg = average
b = bubble
| = liquid
s = smooth tube

sat = saturation
v = vapor
- = average
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Onset of Nucleate Boiling and
Active Nucleation Site Density
During Subcooled Flow Boiling

The partitioning of the heat flux supplied at the wall is one of the key issues that needs to

N“anla“a Basu be resolved if one is to model subcooled flow boiling accurately. The first step in studying
. . wall heat flux partitioning is to account for the various heat transfer mechanisms involved
Gomnath R. Warrier and to know the location at which the onset of nucleate boiling (ONB) occurs. Active
Viiav K. Dhi nucleation site _density data is required to account fo_r_the energy carried away by the
. ”av . I bubbles departing from the wall. Subcooled flow boiling experiments were conducted
e-mail: vdhir@seas.ucla.edu using a flat plate copper surface and a nine-rod (zircalloy-4) bundle. The location of ONB
i o during the experiments was determined from visual observations as well as from the
Mechanical and Aerospace Engineering thermocouple output. From the data obtained it is found that the heat flux and wall
o _ Department, superheat required for inception are dependent on flow rate, liquid subcooling, and con-
University of California, Los Angeles, tact angle. The existing correlations for ONB underpredict the wall superheat at ONB in
Los Angeles, CA 90095-1597 most cases. A correlation for predicting the wall superheat and wall heat flux at ONB has

been developed from the data obtained in this study and that reported in the literature.
Experimental data are within=30 percent of that predicted from the correlation. Active
nucleation site density was determined by manually counting the individual sites in pic-
tures obtained using a CCD camera. Correlations for nucleation site density, which are
independent of flow rate and liquid subcooling, but dependent on contact angle have been
developed for two ranges of wall superheat—one below 15°C and another above 15°C.
[DOI: 10.1115/1.1471522

Keywords: Boiling, Heat Transfer, Nucleonics, Phase Change, Two-Phase

Introduction

To develop a mechanistic model for subcooled flow boiling one
needs to understand the partitioning of the wall heat flux. The first . . o )
step in partitioning of wall heat flux is to identify the differentFor a particular wall superheat, applying Hsu’s criteria while geo-
heat transfer mechanisms involved. Upstream of the location Btrically relating bubble radius;, , and cavity radius;, to the
Onset of Nucleate BoilingONB), single phase heat transfer predistance of the bubble tip from the wall, a quadratic equation is
vails. With the presence of bubbles different heat transfer mecttained which gives the range of nucleating cavities for a given
nisms come into play. As such, location of ONB marks the boun#é@ll superheat as,
ary between single and two phase heat transfer. Nucleation site
density (N,) information is necessary to determine the amount of{r o mand = ﬁ ATy
evaporative energy carried away by bubbles lifting off from the - ™" ™ 2C; AT, +ATgy

wall.
A detailed literature review of parameters involved in sub- 13 \/1_ 8C10Tsa(P)(ATy+ATsu)
p.NigS(AT,)? '

T*T.=<waT.>(1f§[). %)

X

cooled flow boiling has been performed by Warrier and i
Several studies have been performed in the past for ONB of which 3
the notable ones are discussed here. 2dwas the first to pos- ®
tulate the criteria for the boiling inception. According to his critewhere C,=1+cos¢ and C,=sin¢. Equation (3) is shown

ria, for an embryo to evolve into a bubble, the minimum tempergraphically in Fig. 1. Hsu considered a truncated bubble sitting on
ture surrounding the bubbléhe temperature at the tip of thea cavity mouth and assumed the bubble to be part of a sphere.
bubble)should be at least equal to the saturation temperature CBergles and Rohseno{B] stated that on commercial surfaces
responding to the pressure inside the bubble. The pressure insjgisre will be a wide range of cavity sizes present and as such
the bubble is higher than the surrounding liquid, and the pressigipience will be independent of surface conditions. While ac-
difference can be expressed in terms of the Young-Laplace eqggunting for variation of physical properties with pressure,
tion (AP=20/ry,) for a spherical bubble. The corresponding satuergles and Rohsenow obtained an empirical expression for the

ration temperature inside the bubble can be approximately foupdat flux at ONB in terms of system pressure as,
from the Clausius-Clapeyron equation as,
P2.3IO.0234

20 e Ow,oNB™ 15.6P*1°9AT,) ) (4)
~Tear——. 1
sat I'bp,Nig 1) whereP is in psia,q,, ong iS in BTU/ft?hr, andT in °F. Their

Assuming a linear temperature drop in the thermal boundary lay8xPeriments were conducted with water on stainless ¢&land

one can express the temperature profile in the boundary layer nigkel surfaces and covered a range of pressures from 15 to 2000
psia. Sato and Matsumafd] analytically developed an equation

Contributed by the Heat Transfer Division for publication in tf@BNAL OF for expressing the wall heat flux at ONB condition in terms of the

HEAT TRANSFER Manuscript received by the Heat Transfer Division October 9‘,"/5_1” superheat. Their ana'YS_iS was based on application of Hsu's
2001; revision received February 1, 2002. Associate Editor: F. B. Cheung. criteria and tangency condition of E(l) and Eq.(2). The super-
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Several studies have been conducted on boiling inception using
refrigerants. Yin and Abdelmessigfi] studied incipience of R11
on a vertical SS tube of 11.81 mm ID. Hino and U¢8astudied
boiling incipience using R113 on SS surfaces and postulated that
Te,min and Te,max the incipience occurs when the liquid temperature equals the su-
are from Eq. (3) perheat corresponding to the maximum cavity radius available on
Eq. (2) the surface. From their R113 data they concluded that the cavity
size ranged from 0.22 to 0.3dm. Bar-Cohen and Simd®] gave
a summary of superheat excursions at inception for various refrig-
erants available in the literature and a brief review of the mecha-
nisms that may be responsible for the delayed nucleation for re-
frigerants. You et al[10] studied saturated pool boiling of R113
on chromel and platinum surfaces at atmospheric pressure. Chin
[11] studied flow boiling of R11 in a vertical channel at a pressure
of 1.4 bar. The heater material was Haynes 230. Incipience data
was correlated using the minimum wall superheat given by the
\!\ tangency condition and then multiplying that value by introducing
3 y an empirically found correction factor for wall superheat. How-
ever, this factor, as mentioned in the work is only applicable to
Distance from the wall those set of data only.

Hahne et al[12] studied incipience in subcooled flow boiling
for a well wetting liquid(R12) and came up with a model appli-
cable for other refrigerants also. For well wetting liquids, they
stated that vapor nuclei in cavities even in the size corresponding
o . . to minimum wall superheat for inceptioftangency condition
heat corresponds to the minimum superheat required for |ncept|,¢;|>|@ly be displaced or diminished. As such, E§) may not be
and the wall heat flux can be related to the wall superheat as, applicable to well wetting liquids. They assumed that for such
liquids, a nucleus is necessary for incipience and that is given by
the largest of the remaining nuclei on the surface. They developed
a correlation for the prediction of the heat flux and wall superheat
required for incipience based on this radids which is the larg-
est of all the nuclei present on the surface, and calculdteidom

Davis and Andersof6] extended this analysis and introduced th(teheIr data for R12 as,

contact angle as a variable for the ONB condition. Their analysis

Tw,min

Temperaturc

Ts at

T

T mi I
c,min rc,o c¢,max

Fig. 1 Inception criteria

kihtgp (AT,)?
qW,ONB_TTsm- %)

gave the heat flux condition at ONB as, 20
= 1.54 bar. 8)
kihtgp (ATy)? . . . o
JwoNe= o~ = (6) Assuming negligible temperature drop in the thin liquid layer of
' 8C10Tgy

thicknessr* adjacent to the wall, they predicted the wall super-
heat and wall heat flux at incipience as,

whereC, is same as in Ed3). They also showed that Bergles and
Rohsenow’s graphical solution closely represents the analytical 20Ty
expressions for hemispherical bubbl&s. (5)) and takes care of ATW,ONB:Wv
the property variation in terms of the pressure term. All of these Pylltg
expressions mostly tend to underpredict the incipience wall
superheat. and
Kandlikar et al.[6] numerically solved the flow field to obtain
the stagnation point on the bubble. Their numerical results show
that the stagnation distance from the wall is atr].1Using the Ow,oNB= hs{
liquid temperature in the boundary layer at this distance as the
temperature for the tip of the bubble, they derived from the incep-
tion criteria the range of nucleating cavities as, Hahne et al. applied their correlation successfully to data avail-
able in the literature for different refrigerants like R113, R11, and
R12, covering a wide range of velocities, subcooling, and pres-
& sin¢ AT, sures. However, for each refrigerant they utilized a different con-
{rc,minrc,mav}_ 22 AT, +ATgy stant for 2r/r*.
Tong et al.[13] studied boiling incipience of highly wetting
- \/ 9.20 Teo ATy + ATy
= —

©

20T gy

m"’(TsaﬁTO : (10)
WNig

liquids. For highly wetting liquids which have very small static
thfgét(ATw)z - (M contact anglesgg, the advancing dynamic contact anglés,,

(which may vary with velocity of the interfagecan be large

enough to trap gas and vapor in the cavities and initiate nucle-
They also noted from flow boiling experiments of subcooled waation. Consequently the incipience superheat may lie below the
ter on a polished aluminum surface that keeping the flow rate amdlue required for quiescent pool boiling. Based on their analysis
wall temperature constant, as the subcooling is reduced, the miand application of the model to existing data, they found that the
mum cavity radius decreases slightly but the maximum cavigmbryo radius has to be corrected by a fad{err/r.) from that
radius and range of nucleating cavity sizes increases considerabfithe cavity size available on the surface. The factor was found to
Increasing the flow rate reduced the thermal boundary layer thidke a function of¢y, ¢, andB. The factor, for smalkpy and ¢
ness and in turn reduced the range of nucleating cavity sizes. is expressed as,

X
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Sin( g — 28) u3

_ Sin(¢q— B)sinB
f= tan _1}2 : (11)
cos ps— ) . . tan( ¢y — B)
W"‘[Z_S 5|r(¢s_,3)+5|n(¢s_ﬁ)][ B tanB 3R
tan(¢q—pB)

However, in developing the functioih no experimental corrobo- Bier et al.[21] expressedN, as a function of cavity size. Their
ration of the fact that indeed conical cavities do exist on a surfaegpression is given as,
was provided. Wang and Dhjid4] found that at least on Copper

surfaces most of the nucleating cavities were of reservoir type. D.]m
The inception wall superheat was expressed as, INNa=IN(Npa| 1— D—C} } (16)
20T gy °
ATwong=r—F - (12) ; ; —
frep,hig whereN 4 is the value corresponding .= 0. The value of the

. . . . exponentm was found to depend on the surface preparation pro-
Celata et al[15] studied ONB in a horizontal uniformly heatedcedure. For Freon-115 and Freon-11, boiling on copper surfaces

steel chanpel of diameter 8 mm and length 100 mm. Water w he values of exponemh is 0.42 and 0.26. Cornwell and Brown
the test fluid. They used pressure drop measurements to deter ﬂﬁ studied active nucleation site density of water boiling at

the location of ONB. Their definition of the ONB location is th 013 bar on a copper surface, with surface condition varying

ﬁgmt t\ggesrien tlh: phr:ssgu\:;fégp Bf;osg dec))(ﬁetrtgfnrteﬂuclitztathdeewg g_m smooth to rough, and related the dependence of active site
ge b : ' Y nsity on wall superheat from their study as,

cluded that ONB location is dependent on velocity and liqui

subcooling while system pressure has negligible effect.
Literature review on ONB shows that most of the correlations Na~ATES. (17)

are based on minimum superheat critgtengency condition as

shown in Fig. 1)from Hsu’s postulation. These correlations gengrom the cavity size data obtained using an electron microscope,

erally underpredict the actual superheat required for inceptiafiey also related cavity size to total number of cavities present on

Inception will occur at this superheat only when the corresponghe surfaceNs, as,

ing cavity size is available on the surface. For well wetting lig-

uids, the available cavity size is reduced as shown by Hahne et al.

None of the past studies have experimentally investigated the ex- N~ i

plicit influence of contact angle on inception. s Dﬁ'
Several studies have been performed Mp which give the

functional dependence &f, onq,,, AT,,, or availabler.. Some  They justified their observed functional dependence on wall su-
notable studies in this field are discussed here. Jak6Bfirst perneat by assuming only conical cavities existed on the surface
reported the relationship betwed) andq,, . His observations anq that gas/vapor needed to be trapped in the cavities before any
were, however, limited to low heat flux cases, as at higher hg@icleation could occur.
fluxes, bubbles at nelghborlng. sites begin to merge. Qaertner and{ang and Kim[23]first attempted to predict quantitatively the
Westwater{17] found the functional dependency of active nucleactive nucleation sites from knowing the size and cone angle of
ation site density with wall heat flux to be, the cavities actually present on the surface. Using an electron
(13) microscope and a differential interference contrast microscope,
they obtained the cavity probability density function involving
They used a technique in which nickel salts dissolved in wateavity size(ranging from 0.65 to 6.2um) and 8. The size distri-
were deposited on the copper-heater surface when boiling dettion was found to fit a Poisson distribution while a normal
curred. By counting the number of holes in the deposited nickeistribution was used foB. They used Bankoff'$24] criteria to
layer an estimate of the active nucleation site density was otbetermine which cavities will trap gas. This condition is given as
tained. Hsu and Grahapi8] summarized earlier works of several¢>23. By combining the probability distribution functions and
investigators regarding the relationship between active nucleatigiis criteria, they relatetll, to the average dfls on the surface as,
site density and heat flux. Their work showed that in general the
exponent of the heat flux varies between 1 and 2.1. 642
Sultan and Juddl19] reported nucleation site density data for Na=Ng [(2m)Y Lexd —(B—B)%(2s)]dB
water boiling at 1.013 bar on a copper surface. Their observed
number densities were several times higher than those reported by
Gaertner and Westwater. This difference could be attributed to the «
increased surface wettability due to nickel deposit in Gaertner and
Westwater’s experiment.

Mikic and Rohsenow[20] were the first to relate active site Tis th | ; half le. andind
density to the sizes of the cavities present on the surface afffiere/ is the mean value of cone half angle, nasare

expressed the functional dependence of active nucleation site deiistical parameters. These parameters are dependent on surface
sity on cavity size for commercial surfaces as preparation procedure and the material of the surface. Gaertner

[25] first observed that active nucleation sites were randomly lo-

(18)

NaNq\%vll'

DS
J e~ (ADoi2g DC) . (19)

D¢

Dg|™ cated and could be expressed in terms of Poisson’s distribution

Na~ 57| - (14)  function. Sultan and JudfL9] concluded the same from their

¢ observations.

wherem is an empirical constarit= 6.5)andD. is given by, Kocamustafaogullari and IsHi26] developed a relation for ac-
46T tive nucleation site density in pool boiling from the data available
C:—Sa‘_ (15) in the literature. They also applied the correlation to the few
phigATy, forced convection nucleate boiling data available. Their correla-
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tion expressed active nucleation site density in dimensionless |
form as a function of dimensionless minimum cavity size and
density ratio. The correlation was valid for system pressures rang- Tank #1 Tank #2
ing from 1.0 to 198.0 bar. Their correlation is given as, (125m") (125 ")

NE=1(p*)rs =44 (20)

* _ Qb Valve

where N} =N,D3, r¥=r./(Dy/2), 1.=20Tgulp,hiATy, Dy
=0.00120\p/pg)Dgr, p*=(p,—pg)lpy, the density function &y ®
f(p)=2.157x10""p* “3%(1+0.0049*)**3 andD 4 is the Fritz @

diameter given by,

D gr=0.0208h \ /ﬁ'_p). (21)

Wang and Dhif14]were the first to perform a systematic study - Nt
of the effect of contact angle on the density of active nucleation ®

sites. In the experiments, pool boiling of water at 1.013 bar was
studied on vertical copper surfaces for contact angles ranging
from 18 deg to 90 deg. Copper surfaces were prepared by a well
defined procedure and the contact angle was varied by controlling Turbine
the degree of oxidation of the surface. The cumulative number Flowmeter
density of cavities and their shapes were obtained with an electron Y — Preheater
microscope, while the number of active sites were counted from

the still pictures. It was found that the cavities that nucleate are
mostly the reservoir type rather than the conical tyywere shal-

low cavities), which was the usual assumption in most studies that
has been done in the past. The actual cavity size was corrected bY - ] )
multiplying it with a shape factof 4(=0.89) to account for the tr0 led rectifier(SCR) power controller(Phaset_romcs). usmg the
irregular shape of the cavities. The corrected size was relatedP@ver controller and thermocouple outputs, it is possible to con-
the wall superheat for nucleation as given in Eg5). It was trol the liquid subcooling accurately. Thermocouples and pressure
found that the there was a strong influence of wettability on actijEansducers are installed at the inlet and exit of the heating section.
nucleation site density. For surfaces with 18def<90 deg, TWO types of test surfaces were used in this study:flat plate
they correlatedN, with correctedD, as, and(2) nine-rod bundle.

N,=5.0x10%(1—cos¢¢)D; *°. (22) Test Surface 1—Flat Plate. For this test surface, the flow
o o . _ channel is 1.83 m long, of which the heated section is 0.30 m. A
In Eq. (22), N, is in sites/cm and D, is in um. Equation(22)is  0.61 m long flow development section is provided upstream of the
valid for values ofD. smaller than 5.8m. heated section, while a 0.30 m long section is provided down-
~ Zeng and Klausn€27] obtained experimental data fbf, dur-  stream of the heated section. In addition, transition sections, each
ing flow boiling of R113 on a horizontal 25 mx25 mm test (.30 m long, are provided upstream and downstream of the test
section with a nichrome heating strip. Their experiments wekgction. A flow straightener is also placed at the inlet of the flow
performed for varying vapor quality at inlet, system pressure agféveloping section. The cross section of the flow channel is shown
wall heat flux. They studied the effect of vapor velocity, liquidn Fig. 3. The flow channel is almost square in cross section with
veIOCIty, I|qU|d film th|CkneSS, System pressure, and wall heat ﬂLa(ﬂOW area of 16.33 C?n The copper b|ock‘ which is heated7 is
on N, . Although no correlation was developed, they concludeghounted flush with one of the inside walls of the flow channel,
that even ifN, is dependent om,, it is not sufficient for corre- \hijle pyrex glass windows are provided on the other three sides
lating N, . From their data, they concluded that velocity, heat flugf the channel. The glass windows help in visual observation of
and system pressure have a strong effecNgn the flow. Figure 4 shows the dimensions of the copper block and
Literature review orN, shows very limited experimental stud-the placement of the thermocouples at each axial location. The

ies have been conducted in subcooled flow boiling. The effect gfmperatures measured by these embedded thermocouples are
subcooling and velocity have not been quantified and as such no

correlation is available foN, in subcooled flow boiling.
The objective of the present study is to identify the parameters
affecting ONB andN, in subcooled flow boiling, compare the
experimental data with existing correlations, and develop new cor-
relations as necessary. Several experiments were conducted cov
ering a wide range of flow rates, liquid subcooling, and heat fluxes
on a copper flat plate test surface and a nine-rod bundle with Cover Plate
zircalloy-4 cladding.

®r<>\
&®

>

Al

I_/

L Test Section

Fig. 2 Schematic of test loop

Frame

Glass Window

Experimental Apparatus Rubber Goskel—

The schematic of the flow loop is shown in Fig. 2. The flow
loop consists of two tanks, each with a volume of 1.28 m
centrifugal pump, turbine flow meter, bypass line, preheater and
test section. Tank #1, which was used as the supply tank, is also
fitted with immersion heater@ 3.5 kW total powerto degas and !
preheat the distilled water used in the experiments. The preheater %
consisted of a 210 kW480 V, 3 phaseflanged immersion heater /
fitted vertically onto a stainless steel container. The power to the
immersion heater is controlled using a 480 V, 350 A silicon con- Fig. 3 Cross section of the test chamber for flat plate

Copper Block

All dimensions in cm
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_2_05 8:/ Fig. 5 Photograph of the test chamber for flat plate test
1esi)| ! e [Fian surface
[
0.635
Cross Section supply. The wall thickness of the cladding is 0.015 cm. This value
_ _ was chosen so that the maximum power could be generated for
Fig. 4 Copper heating block and thermocouple placement the current rating of the power supply. Power to the cladding is

provided using copper bus bars mounted at the ends of the test
section(at the inlet and exit of the heated secjiomhough this
. configuration disturbs the flow it was found to provide a better
use_d_ to determine the temperature and heat flux at the surf"‘éﬂ:t‘l:-:trnative for supplying power to the cladding. The wall tempera-
(boiling surface). The thermocoupléé-typg, 0.81 mm diametgr tures of the rods are measured at various axial and radial locations
are located at seven different axial locations along the length o ing miniature thermocouples mounted inside the thin-walled

the copper block. At each axial location, there are nine thermﬁl-b - ;

. . es as shown in Fig. 7. These thermocouples are mounted in
couples(labeled 1 through 9embedded in the block at discreteqots™ machined in solid lava rods which are placed inside the
locations normal to the heating surface, as can be seen from ﬁi}%alloy-4 tubes

cross section of the copper block shown in Fig. 4. Thus, a total 0 The thermocouples are attached and covered with a noncon-

63 thermocouple§ are placed in_ the copper block. The heatingaqj ting cement all throughout except at the tips where they are
the copper block is achieved using 36 cartridge heaters embed(gge oy it electrically insulated but thermally conducting ce-
in the back of the copper block. These cartridge heaters WELR,

d h that the heat f t the boil . : i nt. Moveable microthermocouples are mounted at various axial
arranged such that the heat flux at the boiling surtace 1S uniiorii 44 along the flow channel to measure the liquid temperature
Since each cartridge heater has a maximum power rating of

W, the total installed power in the test section is 27 KW. Th file. The arrangement of the microthermocouples and the ther-

power supplied to the cartridge heaters, and hence to the copper
block, is controlled with a 240 V, 50 A, SCR power controller

(Phasetronics). Z1IR1C1ALLOY—SD
Figure 5 shows a photograph of the assembled test section with Hhoem Gloss window
the various pressure and temperature sensors mounted on it. Five 0.015em thl |

microthermocoupleg¢K-type, 0.25 mm diametgrare mounted in

the test chamber to measure the liquid temperature profile adja-
cent to the test surface. These microthermocouples are connecte:
to micrometers making it possible to traverse the width of the
channel. They are used to measure liquid temperatures at axial
distances of 0.64 cm, 6.48 cm, 15.25 cm, 24.00 cm and 29.86 cm,
respectively from the leading edge of the copper block.

Frame

Test Surface 2—Nine-Rod Bundle. In this case we have a
heated length of 0.91 m with a 0.36 m long flow development N * \
section in the upstream side and 0.15 m section in the downstream —— i \#7T A )
side. Transition sections of length 0.20 m are provided at both the g
upstream and the downstream side. Figure 6 shows the cross-
section of the nine-rod bundle heating section. Glass windows are
provided on all sides so as to aid visual observations. The diam-
eter of the rod¢1.11 cm OD)and the pitch(1.429 cm)of the 3 Rubber gasket | o dimenermocouple
X 3 square arrangement are typical of those found in a pressurized Cover plate
water reactor. Zircalloy-4 has been chosen as the cladding mate-
rial and the cladding is Joule heated using a 100 kW DC poweFig. 6 Cross section of the test surface for nine-rod bundle

Traversable
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Tﬁié’?@fﬁﬂid" the copper boiling surface. The surface was first polished using
temperature profile 600 grit sand paper for about one minupproximately 200
/ strokes). This was then followed by polishing using 1200 grit

' crocus cloth for about five minutéapproximately 1000 strokgs
The final polishing of the surface was done using a hand held
buffing machine(for about five minutes The surface was then
cleaned using isopropyl alcohol and acetone. The oxidation of the
surface was achieved by heating the copper surface ifteaper
block was horizontal with boiling surface facing upward&/hile
heating the block, the power supplied to the copper block was
fixed at 325 W(current=4 A, voltage=27V). With this power, it
took approximately four hours for the block to reach steady state
(the steady state temperature was about 21 7&ffer steady state
was reached, the heating was continued for another 45 minutes.
The power was then turned off and the block was allowed to cool.
Once the block had cooled to room temperat(ireabout five
hours), the contact angle was measured. The static contact angle
was measured by placing small droplets of water at various loca-
tions (about 10 to 15)on the copper surface and taking photo-
graphs of these droplets. The photographs were taken using a

Thermocouple to measure

wall temperature CCD camera. From these photographs the contact angles were
_ _ _ measured. Thereafter the copper block was installed in the test
Fig. 7 Arrangement of thermocouples at a given axial plane section. The unoxidized surface was prepared in a very similar

manner, except that the surface was not heated. The measyred
for the oxidized surface was 30 de@ deg, whereas that for the

mocouples within the rod at a given axial plane are shown in Fignoxidized surface was about 90 deg. _
7. Thermocouples are placed at six axial locations starting at 1.27V10st of the 30 deg and some of the 90 deg test cases for which
cm from the leading edge of the rod-bundle and thereafter at reqis Was obtained, were single heat flux experiments for wisich

lar intervals of 17.78 cm. The average heat generation(etd aiter the experiment did not change muohly about 2 degjrom

hence the heat flyxwas calculated using the voltage and currerff@t prior to the experiment. Some of the experiments with an
supplied(power=1V, | =current,V=voltage). initially unoxidized surface ¢s=90 deg) were performed for

multiple heat fluxes keeping the flow rate and liquid subcooling
Experimental Procedure. Several subcooled flow boiling constant. For these test cases,decreased by about 10 deg to 15
experiments were performed while varying the flow rate and inlgleg by the end of the experime(uiuration of the experiment was
subcooling with water at one atmosphere pressure. Prior to eatibut two hours). This change i, was due to the oxidation of
experiment, tank #1 was filled with distilled water and was heatethe copper test surface during the experiments at higher heat
The water was degassed by boiling it for approximately threfixes. In order to quantifyss during these experiments, the du-
hours and thereafter it was cooled to the required temperaturgtion of the experiments and the change in color of the test sur-
During an experiment, water was pumped from tank #1 throughce were recorded, from whiahs were approximately identified.
the flowmeter, inline preheater, and the test section before beiRgr the rod bundle case, thig, was found to be 57 deg before the
discharged into tank #2. The liquid flow rate was controlled usingd bundle was assembled into the test section. The uncertainty in
the valves placed at the preheater inlet and the bypass line. The measureds is about=3 deg.
power to the boiling surface was turned on once the required flow
rate and liquid subcooling levels at inlet were achieved. After the
test heater reached steady state, all the required temperature riegsults and Discussion

surements were taken. A 16-bit data acquisition systStraw- The experiments covered a range of mass flusyarying
berry Tree, Model DS-16-8-TOwvas used to record the temperatom 124 to 886 kg/rhs, AT, ,varying from 6.6 to 52.5°Cg,,
tures. The boiling phenomena occurring at the heater surface Wasy, 2.5 to 96.3 W/crhand be (/arying from 30 deg to 90 deg for
recorded using a high-speed CCD camit8IS 2000 from KSV e flat plate test surface. For the rod bundiie €57 deg), ex-
Instruments Ltd.). The wall heat flux was computed from the te”ﬁferiments for ONB were performed f@& varying from 186 to

perature gradients measured in the copper heating block. The ggq kg/nfs, AT, varying from 1.7 to 46.0°C and,, varying
certainty ing,, is due to the uncertainty in temperature differencg,om 1.6 to 14.3 Wicrh

thermocouple placement and thermal conductivity. The percentage
uncertainty decreased with increase in heat flux. The computedonset of Nucleate Boiling. The onset of nucleate boiling is
uncertainty for 20 W/crhis +9.4 percent, while that for 96 the location where the first vapor bubbles appear on the heater
Wi/cn? is =8.5 percent. The heater surface temperature was ciface. In the experiments, the ONB location was identified by
tained by extrapolating the measured interior temperatures to Migual observations as well as temperature and heat flux data.
surface and its uncertainty is in the range-c9.4°C to+0.8°C.  Though in all test cases, a few bubbles were observed at the edges
For the rod bundle, the heat flux was obtained from the me@af the heater surface, the ONB location was identified as the point
sured input power and rod surface area. The uncertainty main#pere bubbles were first observed in the mid@ievay from the
arises due to the difference in cladding thickness which gives riedges)of the heater surface in the transverse direction. Visual
to variation in resistance of the rods. The uncertainty is estimatebiservation of ONB location was validated with that determined
to be about 8 percent. The surface temperature for the rod bundkesn heat transfer coefficients versus axial locatitnzj plots.
was obtained from the readings of the miniature thermocoupl#gth inception of boiling, for the same flow rate and liquid sub-
placed inside the thin walled tubes. The uncertainty, after correggoling, the heat transfer coefficient will deviate from the corre-
tion for temperature drop across the tube wall was made, is absponding single phase value. Figure 8 showsttheplots for G
+0.2°C to +0.4°C. The uncertainty in the measured liquid tem=346 kg/nf s andATg,, 7= 26.5°C for differentq,, on the flat
perature is=0.2°C. plate test surface. The lowest heat flux case of 6 V¥/isna
Before each test case, the surface was preparedg¢andas single-phase case whereas those for higher heat fluxes are two-
measured. The following procedure was adopted while oxidizimzhase cases. Comparing thez plot for the single-phase case of
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700 ———T——T— T T T sr?me, a@lincreases from 34;15 krg]]gka to 886 kg{rﬁs, ftfhe ONB at
L ! 2 ! 2 1 the same location occurs at highekT,, . A similar effect is seen
6500 L 334?2??: ; Single phase g, =6 Wicri 1 whenATg,increases. Also, inception occurs at a lowF,, for
B wo” q,=14.7 Went larger values ofps.
soo0 1 @ q=169 Woml i A comparison ofAT,, ong data obtained in this study with the
N ¥ q=19.7 Wiem predictions from past studies is shown in Table 1. It is found that
= ] for flat plate (#s=30 deg), theAT,, ong COrrelations of Bergles
S0F N, e = 7 and Rohseno\Eg. (4)), Sato and Matsumar&g. (5)), and Davis
2 AN T 1 and Andersor{Eq. (6)), underpredicAT,, ong iN Most cases. For
g 5000 . the rod bundle, ¢ ;=57 deg) all the predictions match quite well
§ ,,,,,,,,,,,,,,,,,,,, LT & J with the experimental data. In general,_t_he previous correlations
< 4500 - R 4 tend to underpredicAT,, ong as wettability of the surface in-
< e | creases.
4000 |- Vieual abearvaion S . New Proposal. The tangency condition in the implementation
L 1 of Hsu’s criterion yields the minimum wall superheat at nucle-
3500 . . 4 ation. However, the onset of nucleate boiling at the predicted
| i Fromh-zplot ] minimum wall superheat is contingent upon the following two
3000 PR WU SO P S R SR conditions:
0 5 10 5 2 » ® ® 1. the corresponding cavity is available on the surface
z{cm) 2. the cavity is not flooded.e., it contains gas or vapor
Fig. 8 Heat transfer coefficient as a function of axial distance The distribution of cavities of different sizes and shapes
for different heat fluxes for mass flux =346 kg/m?s and inlet  Strongly depends on the manufacturing conditions and the proce-
liquid subcooling =26.5°C dure that is used to polish the surface. How many of these cavities

are flooded depends on the shape of the cavities and the wettabil-
ity of the surface. According to Wang and DIpit4], for a cavity

to trap gas or vapor the contact angle should be greater than the
cavity mouth angle. It can be an arduous task to determine the size
where the heat transfer coefficient deviates from the correspo an_d shape of cavities that are present on a commeru_al surface. It
ing single phase value at a particular location. The location % ould be further noted that even with this information it would be
ONB from heat transfer data is found to be 16.5 cm from theeTY difficult to identify specific cavities that nucleate at a given
leading edge, whereas from visual observation the ONB is fouMtRll superheat. In this study cavity size distribution and shapes of
to occur at 18.0 cm from the leading edge. The ONB locatiofvities present on the heater surfaces were not determined. A
obtained from visual observation as well as that frormaplot for  detailed study of cavity size distribution and active sites identifi-
different heat fluxes are marked in the plot as vertical bars. Thation has been previously performed by Wang and Diy. In

ONB location obtained from visual observations appear to agréiee absence of such knowledge, in this work it is proposed that the
with that discerned from the heat flux ddta an average within probability of finding an unflooded cavity of the size correspond-
+8 percent for all casgsAlso, from these plots it is evident thatjng 14 the minimum wall superheat calculated from Hsu's criterion
the ONB location moves down towards the inlet as ¢ein- diminishes as the wettability of the surface increases. However,

creases. Keeping all other parameters constanththelots up- : . S : .
stream of ONB for alky,, values match well with the single-phasethe size of the available cavity is proportional to that obtained

case. The small variations as seen in the plot are within the Jfem the minimum superheat criterion. As such, the available cav-

certainty of the evaluation of the heat transfer coefficiét this 'Y Siz€ can be expressed as,
case about-15 percent). The variation in the axial location at D.=D°F (23)
which ONB occurs is plotted in Fig. 9 as a function®T,, ong. ¢ Felo

From Fig. 9, it can be seen that keeping all the parameters fiere the correction factd® (which depends omp,) is obtained
empirically andDg is obtained by invoking the minimum super-
heat criterion as,

qu=6Wi/cn? and that of the two-phase case qg,(
=14.7 Wicnt), we can identify the location of ONB as the point

30 T T T T T VS T T T 12
9, = 30 ] 0_ 80'Tsak|
- G = 346 kg/m’s, AT, = 26.5 °C De=|"1 oo (24)
25+ 2 o Py fng
--0-- G = 886 kg/m’s, AT_ = 26.5 °C _ . o
SN {1 Under the assumption that the nucleating cavity is much smaller
20 | ° o, = 85° 1 thané;, the wall temperature for inception correspondindtois
a w N b G = 346 kgimPs, AT, = 24.5°C obtained from the following equations:
K ; \,\ i sub’ . 4
€ 15| p AN 4 4o
E 15 . P,~P=—, (25)
\I:J’ h \\ DC
| LN
10 - § AN 7 ATy, ong= Tsal Py) = Tsal P)- (26)
I : . AN |1 When the calculated wall superheat is not too higyf,, ong in
Sk - "o 1 terms ofD, can be approximated as,
0 N 1 N I N 1 N \.l\\o ] . | AT =T -7 :ﬁ (27)
0 5 10 15 20 25 30 W ONBT TWONB T2t D b hyg
ATw,ona(OC) Prior to ONB, single-phase flow prevails on the heater surface,

an expression for wall heat flux in terms of the single-phase heat
Fig. 9 Variation of ONB location with AT, ong for various flow transfer coefficienfwhich may or may not depend on the axial
rates and contact angles location)can be written as,
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Table 1 Comparison of experimental AT, ong With predictions from past studies

Bergles and Sato and Davis and
AT Rohsenow Matsumara Anderson
G by | ATgp | TwONB WONE | Eq.(4) Eq. (5) Eq. (6)
(kg/m?s) | (deg) | (°C) (Wiem?) 0 AT, 0NB ATy 0NB AT, 0nB
(°C) 0 (°C)
Flat 124 30 | 503 213 10 6.5 6.3 8.7
Plate
346 30 | 265 17.4 9.1 59 5.8 7.9
346 30 50.3 26.0 10.0 7.1 7.1 9.6
868 30 | 265 57 17 10.4 10.6 14.5
886 30 525 70 16 113 11.6 15.8
Rod 186 57 22 32 2.7 2.7 2.5 3.1
Bundle
336 57 9.6 8.0 4.0 4.1 3.9 4.9
336 57 38.6 133 4 52 5.0 6.3
596 57 1.7 5.4 3.3 3.4 3.2 4.0
* Water is the test liquid.
Aw,one=hsf2) ATy, ont N 2)(Tear Ti(2)). (28) Bergles and Rohseno[] is taken to be 38 degvater on stain-
h ' lable d o ¢ hat the functi less steel, water on nickelFor Hahne et al.’§12] data for R-12
Z;gr::estseedagsl able data, it is found that the functiBrcan be  5ng copper surfacep, is assumed to be 6 deg. Contact angles

information available in the literature for different refrigerant and
3 surfaces are listed in Tong et al['$3] paper. Their work reports
s s - .
F=1- exr{ 7( 180) 70.5< 180) , (29) ¢ values ranging from 2 deg to 5 deg for R113 on stainless steel,
less than 5 deg for R11 on copper, and between 0 deg to 1 deg for
whereg, is expressed in degrees. For determining the form of E§C-72 on stainless steel. For the predicted values plotted in Fig.
(29), it must be kept in mind that ag,— 0, all the cavities will be 10, for R113, R11, and FC-72, thi values are chosen appropri-
flooded and henc& —0. Also as¢.—90 deg,F—1. The final ately. For example,¢s=5deg for R113 on stainless steel,
form of the equation was chosen based on the experimental deftsiomel, and platinum¢s=4 deg for R11 on stainless steel and
(from present and past studjesith ¢ ranging from 1 deg to 85 Haynes metal, anghs=1 deg for FC-72 on nichrome. It should be
deg, and taking into considerations the above mentioned extrened that pool boiling data for R1120]are also included in Fig.
limits. Most of the predicted wall superheats and wall heat fluxd€). Most of the plotted data were obtained at atmospheric pressure
match the experimental data to within30 percent as shown in or close to it, except for Bergles and Rohsenow’s data for water in
Figs. 10 and 11. In calculating the predicted values hthevalues nickel tube for which the pressure was 137 bar and Hahne et al.'s
used were the experimental values obtained at lower heat fluxikga for which the pressure was 7.5 bar. Figures 10 and 11 show
for the same flow rate. that the present model predictsT,, ong @and oy, ong Within =30
Included in Figs. 10 and 11 are also the other experimental datercent for a wide range of system pressures, static contact angles,
available in the literature. The static contact angle for the data idw rates, and liquid subcoolings. All of the data plotted in Fig.

200 T T T T 2000 r e
® ¢, = 30° Water-Cu,Flat Plate(22 points) ’ 1000 |Present data 4
O ¢, =80-85" Water-Cu,Flat Plate(8 points) - - E o ¢, = 30°, Water-Cu,Flat Plate(22 points) E
100 o ¢, = 57° Water-Zircalloya,Rod Bundle( 19 points) I F o o, =80-85 Water-Gu,Fiat Plate(s points)
[Past studies ,‘.-' [ o #, = 57° Water-Zircalloy4,Rod Bundie(79 points)
[ ¢ ¢$:38"Wa(er'S$ [3] (5 points) | Past studies.
[ < o, =38 Water-Ni [3] (3 points) v, =38 Water-SS (3] (5 points)
I X ¢, =86"R12-Cu[12)(7 points) S 100 - = o, =38° Water-Ni (3] (3 poinis} g -
-~ v ¢, =5°R113-88 [8)(8 points) g F X o, =6R12-Cu [12)(7 points) +30% ;<30% E
e ® ¢, =5° A113-Chromel.Platinum [10)(5 points) = [ o ¢ =5 R113-55 88 poinis) P e
- L & o =4>R11-58 [7](17 points) s [ & o,=4"R11-88{7)(17 poinis) Q
% + ¢, =4°B11-Haynes [11](14 points) Eo] + ¢, =4° RV1-Haynes [11](74 poinis) .
ES ® o= 1"FC72Nichiome [Sl(2points) " Q 1oL p 4
3 " 3] E %
& Of E 5 E e
o [ [}
z .
g a
= @
< 5
F E E
¢ o ]
‘ .
1 e . M | P e P E N TSI
1 10 100 200 0.1 1 10 100 1000 2000
. 0, 1 2
AT, onp €XPerimental ('C) d,,0ns SXPerimental (W/em')
Fig. 10 Comparison of predicted and experimental Twons Fig. 11 Comparison of predicted and experimental qw.ons
values values
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' " T T T T tion superheat is normalized with the homogeneous nucleation
101 |Water . superheat213 °C for water). The plot shows that the inception

D =5um temperature increases with decreasing contact angle, and ap-
proaches the homogeneous nucleation temperature for very low
contact angles.

For highly wetting liquids, Tong et a[13] found a correction
factor for the size of nucleating cavities, given by Efl). A
quantitative comparison of thAT,, ong Values predicted using
the present correlation with that predicted from Ed4.) and(12),
could not be made because evaluation of superheat fronil2y.
requires an a priori knowledge @f and ¢4 . As stated earlier, in

08 | -1

homogeneous

ATw, one/AT,
o
-

02 the absence of detailed information regarding the size and shape
distribution of cavities present on the heater surface, any model

00 ) . ) ) ) . \ relying on such information cannot be used to prediat, ong -
0.0 01 02 03 04 05 In the present work an approach is taken where the available data

o/n are used to empirically correlate the functiBnThe deviation in

the predictedAT,, ong Values using functior= can occur if the
experimental conditionésuch as dissolved gas content of the lig-
uid) are substantially altered from those that existed in the experi-
ments representing the database. Ranges of all the data shown in
igs. 10 and 11 are listed in Table 2. Complete details of all the

Fig. 12 Inception superheat variation with contact angle for
water

. . . . E

éo and obtained from literature could not be shown in Fig. 1 perimental data obtained in present work can be found in the

ecause of lack of information regarding the exact local subcogl- ort by Warrier et al[28]
ing and/or the heat transfer coefficient. From the above model, &P Y )
given values ofG, AT, and ¢s, it is possible to predict the  Active Nucleation Site Density. The active nucleation site
axial location at which inception would occur, when a giegnis  density was measured from the high-speed motion pictures taken
imposed on the surface. Equati@28) is valid for all liquids and of the heater surface during boiling. These pictures were taken
for both laminar and turbulent flow regimes as long as positiofiom the front of the heater surface using a CCD camera. The
dependent value dig, is used. CCD camera(HSIS 2002)has a resolution of 256256 pixels

It should be noted that ag$, decreasesAT,, ong @pproaches over viewing area and a maximum frame rate of 1220 frames/
the superheat required for homogeneous nucleation. This is shosezond. Pictures were taken at various axial locations along the
in Fig. 12, which is a plot of the normalized heterogeneous incefeater surface. The recorded movies were then played back and
tion temperature as a function ¢f,, for D=5 um. The incep- the number of active nucleation sites counted manually. The ac-

Table 2 Experimental conditions for ONB data

Working
Investizators fluid P o G AT ATy, 0nNB dw, ONB
& and (bar) | (deg) | (kg/ms) ©C) ©°C) (W/em?)
Surface
Present work Water 1.03 30 124 - 868 7.8-525 6-215 6.5-71
C
ontu 1.03 80 - 85 256 - 886 6.6 -25.6 25-47 6.6 -25.6
Water 1.03 57 186 - 631 1.7 -38.6 1.8-5.0 1.6-14.3
on Zr-4
Bergles and Water 2.62 38 3130 - 74.8 - 80 11.8-352 | 336-1130
Rohsenow [3] on SS 16200
Water 137.5 38 1890 - 5672 2.6 -2.67 331-646
on Ni
Hahne ef al. Ri2on | 7-8.1 6 200 - 2250 22-10.8 4.0-9.16 0.26-4.5
[12] Cu
Hino and R1130n 1.47 5 514 - 1240 20 -30.6 10-33 1.5-55
Ueda [8] SS
Youetal . [10] | R1130n 1 5 pool saturated 14.8-35 16-4.6
Cr, Pt
Yin and R11 on 1.6 4 126 - 611 6-20 15-23 05-2.0
Abdelmessiah SS
(7]
Chin [11] R11 on 1.41- 4 2925 - 4.74 - 11-20 0.88-8.5
Haynes- 1.81 5257 11.57
230
Bar-Cohen FC-72 1 1 3260 - 6535 | 12.6-13.4 63,90 87
and Simon [8] on Ni
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Fi g. 14 Comparison of N, for different liquid subcooling

g. 13 Comparison of N, for two different mass fluxes

tive nucleation site density was calculated by dividing the totdpWer D¢ values) N, increases more rapidly withT,, . From the
number of active nucleation sites by the area over which the caffft@ it appears tha:f this transitional dependencjNgfon AT,
era was focused. In partial nucleate boiling, where discreecurs at about 15°C wall superheat.

bubbles are present on the surface, the active sites could be easilyang and Dhif14]also observed this transition, but at a wall

discerned from the pictures. However, at higher wall superheagslPerheat of 12°C. Kocamustafaogullari and IsHi26] correla-
adjacent bubbles begin to merge making it difficult to accurateHP" underpredicts the nucleation site density obtained in the cur-
count the number of individual active sites. rent experiment as shown in Fig. 15. Wang and Dhir’s correlation
To overcome this problem, a technique similar to the that us8ggtches well ‘:‘”th the experimental data for wall superheats
by Wang and Dhif9] was employed. In this technique, once th@lgher than .15 C. As mentioned earlier, it should .be noted that
required wall superheat was reached, colder wagr about this correlation wasodeveloped fdp.<5.8 um which corre-
60 °C)stored in tank #2 was pumped through the test chamber ffonds to 8AT,,>12°C for water. For lower wall superheats,
about two or three minutes. The increased subcooling caused Y§g&nd and Dhir did not propose any correlation foy. However,
bubbles to decrease in size and eliminate merger, thereby fadifi-their work they empirically foundN (in sites/crf), the num-
tating the observation of individual sites. As pointed out by Wanlger density of all cavities present on the surface, as a function of
and Dhir, this raises the possibility that if the subcooling is hig)c,
the liquid-vapor interface may be pushed back into the cavity, Ng=9Xx10°D;?° (D¥=5.8um). (30)
thereby giving the appearance that the site has been deactivate . _ *
Pictures taken before and after the cold water was introducia,d_Eq' (30), D¢ 'S*'n_ pm andDc=fqDc, vyherg the shape factor
showed that though the bubbles decreased in size, they did hotS 0-89 andD¢ is the measured cavity size. The number of
completely disappear. The error due to deactivation is expectedw_gdpleatlng cavities is less than the tqtr_:ll number of available cavi-
be small, since the wall superheat and heat flux changed insignifS @s only a fraction of these cavities trap gas or vapor. The
cantly after the cold water was introduced. dependence dfi; on D (and hencéT,) given by Eq.(30)is the
Figure 13 shows a comparison of the values measured for S@8me as what has been measured in the present worly Tigr
two different values ofG. Figure 14 shows thal, values mea- <15°C. _
sured for different values oA T,,. The data shown in Figs. 13 Based on the present data, two correlations have been devel-
and 14 were obtained using the flat plate surface iy ©OPed forN, as a function of both wall superheaAT,) and
=30deg. No systematic effect @& and AT, on N, are ob- contact angle ¢;). These correlations are given as:
served in Figs. 13 and 14. From these figures it appears that for a
given ¢, the dependence &f, on AT, is independent of bot
and ATg,,. The active nucleation site density as a function of 500

AT,, for different contact angles, for both the flat plate and rod

bundle, is shown in Fig. 15. An increase in eitk€F,, or ¢ (i.e., DDA

decrease in surface wettabilityesults in an increase iN,. The N :=§§

increase i\, with increase ing, can also be clearly seen in the 10F o 4=7585 e
photographs shown in Fig. 16 for the same wall superheat of Rod Bundie

12 °C Correlations of Kocamustafaogullari and Isf#6] and Rl SR

Wang and Dhi{14] are also plotted in Fig. 15. Also included are E ~~~{141 Egoni

the experimental data of Zeng and Klausf&f]. The data plotted g e

in Fig. 15 shows significant scatter. However, this is not unex- L”/m 10 L—[281(80) J
pected, since at very low number densitids, ¢ 1 site/cn?), and z f e ]
with the focussing area being in the range of 1.#¢m1.6 cnf

for flat plate test surface, missing just one nucleation site can

cause a large error. At higher wall superheats, with increase in I ¢

N4, it becomes difficult to measure the exact number of nucle- )

ation sites due to merger of bubbles from neighboring sites. Only 1 100

one experiment forh =30 deg,G = 346 kg/nts, andAT,, greater
than 20 °C was performed with the cold water techniqgue men-
tioned earlier. Figure 15 shows that at highef,, values(i.e., Fig. 15 Active nucleation site density data
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to Ng~AT29. Figure 17 shows a comparison of th values
obtained experimentally with those predicted from E®@L) and
(32). It is seen that most of the data are correlated with#D
percent.

Zeng and Klausnd27]obtainedN, data during flow boiling in
a horizontal channel. In their experiments the heat flux was kept
constant while the liquid velocity, liquid layer thickness, and the
vapor quality at inlet were varied. Their results showed that for a
constant heat flux, changing the liquid or vapor velocity had a
significant effect orN, . Another way of interpreting these results
is as follows: since the heat flux was always kept constant, chang-
ing the liquid or vapor velocity will result in changing the heat
transfer coefficient and in turn the wall superheat. This change in
the wall superheat will in turn change the measukgdvalues.
The plot of theirN, data withAT,, for various mass fluxes, liquid

) ) ) - film thickness, vapor and liquid velocities, shows thidt,
Fig. 16 Comparison of heater surface during nucleate boiling, 5.6 - S
(a) b,=30 deg and (b) =90 deg ~A'I_'W (qs shown in Fig. 1)5wh|ch_ is close to the dependence
obtained in the present work, for higher range of wall superheats.
However, converting thé\, dependence on velocitffrom the
data reported in the papetp that on wall superheat gives,

@ (b)

500 ————r — .

FlatPlate ” ~AT2". This was obtained by assuming that for turbulent flows,
. Z‘;goo Nu~u®® and given thaiN,~u~3? (as reported in their paper
10F ¢‘= 75 85° E However, their data show considerable scatter. The scatter in the

Rod Bundle data at low wall superheats can be due to the uncertainty that is
inherent in determinindN, when only a few sites are present in
the area of interest. Table 3 lists the rangedNgfdata shown in

the plots. Details of all thé\, data obtained in the present study

J can be found in Warrier et a28].

N, predicted (sites/cmz)
>

Summary

The dependence of the onset of nucleate boiling and active
nucleation site density on different subcooled flow boiling param-
eters have been quantified. Unlike most of the previous studies the
) ) R functional dependence of inception superheat or heat flux on flow
N, experimental (sites/cm’®) rate, local liquid subcooling, static contact angle, and axial loca-
tion has been accounted for. The present model explicitly takes
into account the influence of static contact angle as it has been
successfully applied to various liquids-surface pairs, including re-
frigerants. The correlation can be used to determine the location of
N,=0.341-cod ) ]ATZ® AT, one<AT,<15°, (31) ONB given the various system and flow parameters. The validity

' of the ONB correlation has been shown for the following range of

N,=3.4X10"[1-cog ¢5)]ATS? AT,=>15°. (32) parameters(i) ¢s: 1 deg to 85 deg(ii) system pressure: 1.0 bar
to 137.5 bar(iii) local liquid subcooling: 1.7°C to 80.0°C, and
r(?\?) velocity: pool to 17 m/s.

T — T
1 10 100 500

Fig. 17 Comparison of predicted and experimental N, values

These correlations should be valid for other liquids and pressu
and are applicable fak T, > ATy, ong- The power oAT,, in Eq. It is found that the nucleation site density depends only on

(32) is 5.3 whereas Wang and Dhir's correlation ha@l;°. The gtatic contact angle and wall superheat. The effect of velocity and
contact angle dependency is the same as that proposed by WRRg liquid subcooling is implicit in the relation between local

and Dhir. Also, for lower superheaf,~ AT’ which is the same heat flux and wall superheat and they do not affect the nucleation
dependence given by E(BO) G.e.,NS~DC’2'0 which is equivalent site density independently. Nucleation site density data for water

Table 3 Test conditions for N, data

o Wc?rkmg P 0 G ATy AT, Gu- N,
Investigators | fluid and (bar) d 2 o o 2 . 5
Surface ar) | (deg) | (kg/m*s) (°C) °C) (W/iem?) | (sites/em®)
Present Water on 1.03 30 235-684 | 7.0-46.5 | 63-2651 6.5-963 1-84
work Cu
1.03 75- | 256-886 | 6.6-256 [ 3.2-23.11 12,6 -70.0 3-180
85
1.03 90 346 10.2-12.9 | 9.2-235 | 16.0-94.4 86 - 230
Wateron | 1.03 57 186-631 | 1.7-38.6 | 2.8-11.1 | 3.0-143 2-22
Zr-4
Zeng and R113 on 1.3 - 214 - 14-18 1.9 1-95
Klausner nichrome
[27]
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is correlated as a function of static contact ang|e and wall superLZ] Hsu, Y. Y., 1962, “On the Size Range of Active Nucleation Cavities on a

heat. The correlations developed 85 covered a range of static
contact angles varying from 30 deg to 90 deg and superhea

ranging from 3°C to 26.5°C.

Heating Surface,” ASME J. Heat Transf&4, pp. 207-216.

3] Bergles, A. E., and Rohsenow, W. M., 1964, “The Determination of Forced-
Convection Surface-Boiling Heat Transfer,” ASME J. Heat Transferpp.
365-372.

[4] Sato, T., and Matsumara, H., 1964, “On the Conditions of Incipient Subcooled
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Optical Evaluation of the Effect of
Curvature and Apparent Contact
vig-xnwang | Angle in Droplet Condensate
Ling zhens § Removal

Joel L. Plawsky

The microscale transport processes in droplet condensation and removal due to interfa-

Peter C. Wayner, Jr. cial phenomena were studied. In particular, this paper concerns the movement of a con-

e-mail: wayner@rpi.edu densed ethanol sessile drop into a concave liquid film in the corner. An improved image

analyzing procedure was used to evaluate the curvatures and contact angles for both the

The Isermann Department of Chemical drop and the concave corner meniscus at different condensation rates. The experimental
Engineering, Rensselaer Polytechnic Institute, results demonstrated that the condensate removal rate was a function of the curvature and
Troy, NY 12180-3590 contact angle, which self-adjust to give the necessary force field. The use of a dimension-

less, shape dependent, force balance was demonstrated. For small drops, the intermolecu-
lar force was found to be much larger than the gravitational force and dominated droplet
removal. Microscale pressure fields can be experimentally measured whereas interfacial
temperature differences cannofDOI: 10.1115/1.1466460

Keywords: Condensation, Image Processing, Interferometry, Microscale, Visualization

Introduction the initial cell and a cell “modified” by heating above 1000°C
The pressure gradient due to changes in the intermolec fiurir_lg fabrication. The ethanol film in Fig. 3 becomes partially
force field, which is a function of the shape, temperature auvgéttlng on the surface of the modified quartz cell because heating
- . ’ anf g high temperature makes the surface more hydrophobic by

composition, con_trol_s the fluid flow and heat transfer processesrg}noving surface hydroxyl groupg2]. In the initial cell, there is
thin microscale liquid-vapor systenie.g.,[1-8]|. For example, o rejatively thick film of adsorbed ethantb~50 nm based on
thin film evaporation in the grooves of he_at transfer devices hagstive reflectivity above the contact angle 6&0. The apparent
been extensively studidet.g.,[9-20]]. Herein, the use of a Con- ¢oniact angle in the modified cell #-4.9 deg. The procedure to
strained Vapor BubbléCVB) heat_exchan_ger to study thE_ MICrOSypptain these angles is discussed below. Herein, we discuss the
cale transport processes due to interfacial phenomena in dropwiggically observed details of the droplet condensation process oc-
condensation is described. A schematic of the CVB is presentedciiyring in Region 11l with partially wetting ethanol on the modi-
Fig. 1. It consists mainly of a quartz celquare cross section; fied surface. A schematic of a cross-section of the cell in Region
inside dimensions, 3 mmxXx3 mm; outside dimensions, 5.5 MM is given in Fig. 4 where ethanol forms both a drop on the
x5.5 mm; length, 40 mm a heater on the top, and coolers omuartz surface and a concave film in the corner. Before pure eth-
each side of the cell located at 20mm from the top. The axighol was introduced into the evacuated CVB heat exchanger, it
temperature profile on the flat surface was measured using thgts distilled to remove the non-condensable gases.
mocouplegwhich are not shownplaced at 2 mm intervals. Since  The interfacial characteristics of both equilibrium and dynamic
temperatureT;>T,, energy flows from End1) to End (2) by sessile drops have been extensively studied. For example, the de-
conduction in the walls and by an evaporation, vapor flow andils of the equilibrium shape of the fluid interface in the micro-
condensation mechanism. Some heat is lost to the surroundisgepic contact line region have been described using the aug-
from the entire length. Details regarding the experimental setapented Young-Laplace equatiof23—34. Although all these
can be found in Wang et dl21]. As shown in Fig. 1, the vertical details are important for the complete understanding of the pro-
CVB in the earth’s gravitational field is divided into three differ-cesses addressed, a macroscopic force balance based on only the
ent regions, which includes Regionthe dry region), Region Il curvature and apparent contact angle is used herein to obtain sig-
(the evaporator regionand Region lll(the condenser region). nificant new insights concerning droplet removal. Although the
There is a “pressure jump” at the liquid-vapor interfac@, use of a macroscopic force balance obviates the current need to
—P,, due to the anisotropic stress tensor near interfaces. Tagdress more of the microscopic details below a film thickness of
condensate flows from En(R) to End (1) against gravity and 6=0.1 um, it is anticipated that this work will be subsequently
frictional force because of the intermolecular force field which igxtended to study these details.
a function of the film profile. The details of the film profile and The effect of changes in the apparent contact angle on contact
therefore, the pressure field, are measured optically. Below, tfiee motion has also been extensively studied. Essentially, using
description and use of an improved image analyzing proceduretf® assumption of a low vapor pressure liquid without phase
determine the characteristics of the droplet removal portion of tHi§ange, hydrodynamic and surface diffusion models were devel-
process is emphasized. oped fo_r_ forced spreadlr@5—43]. An example of its importance

To obtain a partially wetting ethanol/quartz system, the quart® Stability was given by Sharma and Jamg#t]. To reconcile
cell is heated to a high temperature during fabrication. Figurest?ese models, accurate measurement of the contact angle is

and 3 show a comparison of the isothermal ethanol film at 24°C fReeded35]. Herein, using a unique experimental design, the mea-
sured shape change due to condensation gives the driving force

Contributed by the Heat Transfer Division for publication in th®URNAL OF for flow. . . . . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division December 4, As shown in Fig. 2, the region of _dropW|se co_ndensat_lon was
2000; revision received October 22, 2001. Associate Editor: A. Majumdar. viewed through an ordinary light microscope with illumination

Journal of Heat Transfer Copyright © 2002 by ASME AUGUST 2002, Vol. 124 | 729

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ey
x= .
] Region]
—

Microscope

Region II

g, X Liquid flo

Region III

Coolers

Fig. 1 A schematic drawing of three different regions of the
vertical CVB

Fig. 2 The completely wetting ethanol film in the initial cell
with a contact angle 6=0

Fig. 3 The partially wetting ethanol film in the modified cell
with a contact angle 0=4.9 deg (x=3 mm)
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Fig. 4 Dropwise condensation in Region I

through a 50 xobjective and captured using a video camera. Near
the corner, where the convex condensed drop coexists with the
concave thin liquid film, the liquid flow occurs from the drop to
the concave liquid film because of the differences in the curva-
tures and the apparent contact angles. The main purpose of this
paper is to propose an improved image analyzing procedure to
measure the curvatures and contact angles for both the drop and
the meniscus in the corner. A force balance is then used to evalu-
ate the movement of the drop to the meniscus due to intermolecu-
lar forces.

Since Schmidt et al.45] reported that the heat transfer coeffi-
cient of dropwise condensation is much higher than that of film
condensation, dropwise condensation has been extensively studied
[e.g.,[46-50]]. The dropwise condensation process includes ini-
tial droplet formation, growth, removal, and re-nucleation on re-
exposed sites. When a droplet grows to a size that can not be
sustained by surface tension forces, it is removed from the surface
by gravity, external forces or drag forces resulting from the sur-
rounding surface conditionN$1]. Tanasawa et a]52] measured
the dependence of the heat transfer coefficient on the departing
drop diameter, using the gravitational, centrifugal, and steam
shear forces to change the departing drop diameter. Yamali and
Merte[53] designed a centrifuge to study the effect of body forces
on dropwise condensation heat flux under controlled subcooling.
Wang et al[54] gave an initial report on the departure of a single
condensed drop into a concave liquid film due to the intermolecu-
lar force gradient. This paper extends the description of these
studies by first detailing the image analyzing technique developed
and then using it to compare the removal of drops at different
condensation rates. An enhanced understanding of the effect of
interfacial phenomena is thereby obtained.

Force Balance

A brief description of the force balance used in Rd&4] is
given next. Consider a drop close to the liquid meniscus in the
corner shown in Fig. 5: the condensed drop is assumed to be a
spherical cap, whereas the meniscus in the corner is a portion of a
cylindrical surface. Changes in the intermolecular force field
cause the pressure difference between liquid drop and liquid in the
corner. Using the following augmented Young-Laplace equation,
the shape of the interface gives the pressure field for microscale
liquid flow in the liquid:

P,—Pi=cK+II @

whereK is the curvaturg K<0 for convex andK>0 for con-
cave). A force balance that relates viscous losses to interfacial
forces due to curvatures and apparent contact angles gives-
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evaporation in the contact line region of a mixture on a silicon
Glass wall P 9

Vapor —_— wafer using Interferometry and Huang et [@80] used the CVB.
Chen and Wadp61] studied the isothermal spreading dynamics of
Liquid in the corner a drop edge using a laser light interference microscopy method.

Kihm and Prat{62] presented a Fizeau interferometry technique

to determine the complete contours of thin film thickness varia-
Control volume tions of evaporating pentane menisci. Microscale patterning of
contact line instabilities have also been studied using Interferom-
etry [63—67].

Film Profile. The interference fringes resulting from the re-
flection of monochromatic light at both the liquid-vapor and
liquid-solid interfaces in the CVB were used to determine the
thickness profile of the meniscus. Destructive interference occurs
when the optical paths of the two reflected beams is such that they
are out of phase by. In our casen,<n;<ng. Therefore, there is
a phase shift equal t@ at each interface. The constructive inter-
ference occurs when the two reflected beams are in phase. Herein,
monochromatic lightA=543.5 nm)from a Hg-arc with a narrow

7L=0(—cosfy+cosb.) + 6(— o Ky+ o K,) (2) band filter is used to illuminate the cell. Ethar(ol=1.359, o,
; . =0.0225Nm)is used as working fluid. With a 50 objective,
where 7 is the average shear stress over the lergth is the _each of the 640X480 pixels measures the average reflectivity

distance between the thicknegsn the drop and the corner me- " . . .
niscus, and<<90 deg is the apparent contact angle. The subscri&Q'Ckness)of a region with a diameter of 0.1774m. The re-

d andc denote the drop and corner meniscus. The right hand sigerded images were analyzed using image processing. Using the
of Eq.(2) is the driving force for liquid flow per unit widthR/d.) proposed new analytical technique, the measured liquid thickness

between the drop and the meniscus. It is the decrease in chemﬂf&f'le gives both the curvature and apparent contact angle.

potential that causes the spontaneous flow. For the purpose ofurvature. For example, DasGupta etal[68] and
discussion, we assume tidtis the width of the liquid drop. The Karthikeyan et al[69] used image analyzing interferometry to

selection of this characteristic width does not affect the value pfeasure curvatures for a completely wetting fluid. The curvature
the dimensionless experimental data given on the rhs of&Egln  (K) is defined as

both the liquid drop and corner meniscdss taken to be the film

Fig. 5 Macroscopic force balance

thickness of the Oth order of destructive fringes, @, where @

the apparent contact angles were measured. Using a large value of dy?

the film thickness at the ends of the control volume obviates the K= r—Tgs 22 4)
need to discuss the disjoining pressure, which is important at 1+(—) }

thicknesss<0.1 um. dy

Equation(2) can be rewritten in dimensionless form by divid-A simplified expression was obtained by assuming that the square
ing by oy to give the dimensionless difference in free energy fasf the slope, (5/dy)2, was very small compared to one. The film
spontaneous condensate removal, profile was assumed to be a parabola whose curvature was a con-

FE 7L stant in this approximation. The square root of film thickn@3§,
o — =(—c0sfy+cosb,)+ 5(—Ky+K,) (3) was then plotted against the distangeand the profile appeared

sq1 91 to be a straight line in the thicker portion of the meniscus. The
The left hand side of Eq3) represents the ratio of the resistanceurvature was then obtained from the slope of the profile, which is
force due to shear to the surface free energy of a flat bulk liquid.constant,
It is equal to the sum of two terms due to the contact angle dif- 1 dsii2| 2
ference and the capillary pressure difference. Using the improved K=Z :2( ) (5)
image analyzing technique proposed next, the apparent contact r dy

angles and curvatures can be obtained accurately from the fifRis treatment is applicable only in the completely wetting system
thickness profiles of the drop and the meniscus. for the isothermal casg52] and the adiabatic region of the non-

. . isothermal cas¢53]. In the cases of high rates of phase change
Image Analyzing Technique and/or partially wetting systems, a steep film profile is obtained.
A high power microscope was rotated and situated on an abkhe plot, 5¥2 versusy, bends instead of being a straight line.

justable stage, so that the naturally occurring interference fringekus, the sloped 8% dy, is not a constant. The second derivative
of the drop and liquid film in the corner of the vertical CVB couldof the parabola can no longer account for these variations. In
be viewed and evaluated using image analyzing interferometry. @ddition, we found that this technique could not be used to obtain
particular relevance to our experimental technique is the pioneéte apparent contact angle. Herein, an improved analytical tech-
ing work by Shar({55], who used the interference of monochronique is proposed to overcome these difficulties and evaluate both
matic light reflected at the liquid-vapor and liquid-solid interfacethe curvature and the apparent contact angle for both the partially
in a thin liquid film to visualize an evaporation liquid film at thewetting fluid and the completely wetting fluid. Instead of using the
base of bubbles on glass during nucleate boiling. Jaw{ék definition of the curvature, we considered the film profile in the
employed high-speed interference photography to simultaneoustyner to be a part of a circle, the curvature can then be obtained
determine the detailed shape and thickness of the microlayom the radius of the circle. In addition, an extension of this
Voutsinos and Judfb7] investigated the growth and evaporatiormethod discussed later gives the correct spherical shape of the
of the microlayer underlying a bubble forming on a glass heatdrop in the equilibrium limit.

surface using laser interferometry and high speed photography.

Using Interferometry, Renk and Wayng58,59] measured the  Theoretical Formulation for the Concave Liquid Film in the
shape of a stationary ethanol meniscus formed on a horizon@drner. Figure 6 represents one of the corners of a container
glass substrate as a function of the evaporative heat flux. To evalith a general vertex angle of The corner is partially filled with

ate the effect of concentration gradients, Wayner eft&distudied the liquid, and the liquid forms an apparent finite contact angle of
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Fig. 6 One of the corners of a container with a vertex angle, a

6. on the interior wall of the container. The coordinate axes a
labeled on the figure. Th&-axis represents the thickness of the
liquid film (8). The Y-axis, which corresponds to one side of the
container wall, represents the location of the film thickness préig. 7 Typical interference fringes for a curved thin film of
file. The vapor-liquid interface is assumed to be a part of a circlentane in the corner of the cell
the center of the circle is located at po®t The local validity of

this assumption is demonstrated by the final fit of the model to the

experimental data. The coordinate of poi® (r cosé,,c

+rsind,) is easily derived from geometric relations, where

=r sin@l2/sinal2, ¢=m—(26.+a). The shape of the vapor- 1.6 "
liquid interface at the corner of a container can thus be expresse

+ Experimental data
Theoretical results

as,
(6—r cos0.)2+(y—c—r sinf,)2=r? (6) =12
Rearranging Eq(6) while using the negative square root, f ]
y=cC+r sinf.— rZ—(5—r cosf,)? ) @
The two unknownsy and 6., can be obtained simultaneously go's 1

by best fitting the experimental film thickness profile, E
min(ZiN:l(yexp,i—ytheo,-)z), whereN is the total number of dark and g
bright fringes. The subscripts exp and theo denote the experimeii g 4
tal data and theoretical values using Ed), respectively. The
curvature (K) is obtained from the reciprocal of the radius of ¢}
curvature. In our particular case of square cross sectieny/2.

Verification of the Technique. To verify this technique, iso- ?65 1}0 175 180 185
thermal experimental data obtained with apolar pentane was use Distance, y(um)
to evaluate a theoretical model. Use of the completely wetting
apolar pentane/quartz system to evaluate the measurement efi@r8 Film thickness profiles of pentane in the corner of the
minimizes the influence of uncertain factors such as local varieell
tions in the contact angles.
For an isothermal vertical CVB illustrated in Figure Q
=Quu=0), the sum of the disjoining and the capillary pressures
equals the hydrostatic pressure, 12000

AU = P2 © _ isomermai moder

wherep, and p, represent the densities of the liquid and vapor, 10000
respectivelyx is the axial distance in the vertical cell. As marked

in Fig. 1, zero represents the top of the vapor bubble in the cell—~
Figure 7 gives an example of typical interference fringes which E 8ooor
represent the film thickness profile of pentane in the corner of thex®

cell. The uniformly bright part represents the thin film on the flat ¢ 6000
surface of the cell. Using Eq7) to best fit the experimental film
thickness profile presented in Fig. 8, an apparent contact angle ¢
0 deg and a curvature of the meniscus in the corner of the cell 0©
5190 m ! were obtained. Neglecting the disjoining presstiréen

the thicker portion of the film¢>0.1 um, gives, 2000

(p1=py)gAX
AK= ——— a
g ©) G0 0.005 0.01 0.015 0.02
Distance, x(m)

urvaturi

4000

The curvatures obtained experimentally along the axial direction
were compared with the theoretical results from E3). Figure 9 Fig. 9 Comparison of analyzed experimental curvature pro-
shows the comparison of the experimental and theoretical pentdites with modeling results based on Eq.  (9)
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Fig. 10 Theoretical film thickness profiles showing theoretical
locations of dark fringes for different curvatures with 0.  Fig. 11 Theoretical film thickness profiles showing theoretical
=0 deg obtained using Eq. (7) locations of dark fringes for different apparent contact angles

for K=3000 m~? obtained using Eq. (7)

curvatures along the axial distance in the vertical isothermal CVB
with a bubble length of 22 mm. The experimental curvatures were
in good agreement with the theoretical results. The average devdgop, we introduce &'Z’-coordinate system for a single radius
tion of experimental results from the modeling results is 1.8 pegf curvature shown in Fig. 12 with the origin at po@t and with
cent. the Y'-axis directed along the flat surface lin@”B. The
Effect of Curvature on Eilm Thickness Profile. The follow- Y'Z'-system is devised so that theoretical film thickness profiles
ing theoretical results are presented to enhance the understan@i®ig be compared with experimental data. Teaxis represents
of the pictures. Using Ed7), a series of theoretical film thicknessthe film thickness(é') of the drop, andY’-axis represents the
profiles with different curvatures with the contact angle of zero fdocation (y’) of the film thickness. In order to obtain the curvature
the pentane/quartz system is presented in Fig. 10. The circlesointhe drop by applying Eq6), we need to determine the trans-
the plot represent the destructive fringes obtained from(Ep. formation between th¥ Z-system andv’Z’-system. In our case,
For example, the circle sign at 0.1Qdm denotes the Oth order o=7/2. By geometrical derivations, the points in tie&-system
destructive fringe, at 0.302m it denotes the 1st order destructivecan be expressed in thé/Z'-system by the following coordinate
fringe. As can be seen, the spacing between two consecutive g§@nsformation
structive fringes becomes smaller as the film thickness increases,

which can be observed in Fig. 7. The spacing between the two y'+4'

consecutive destructive fringes also decreases as the curvature in- y=c¢— NA (10a)
creases. For the film thickness profile wikh=5000n?, the

spacing between the Oth and 1st orders of destructive fringes is y' =&

4.63 um; For K=10000m* and K=20000m !, the spacings o= 2 (10b)

are 3.27um and 2.31um, respectively. Each pixel in our experi-
mental system measured the reflectivity of an area with a diameigiiere 5 andy denote the film thickness and the location of the
of 0.1777 um. film thickness in theY Z-system, respectivelyy’ andy’ denote

Effect of Apparent Contact Angle on Film Thickness Profile. f[he film thickness and the location in tNéZ’-systgm. S.”bStitUt'
For a partially wetting system, liquid forms a finite contact angllcpg Egs.(10a) and (10b)into Eg. (6) and rearranging gives
on the wall of the container. Taking the ethanol/quartz system with
a curvature of 3000 m' as an example, the film thickness profiles
with assumed different contact angles obtained using(BEg.are
shown in Fig. 11. As the contact angle increases, the spacin
between two consecutive dark fringes decreasesfAtO deg,
the spacing between the Oth and 1st orders of the dark fringes
5.97 um; At .=5 deg and 10 deg, the spacings reduce to 2.12
pm and 1.11um, respectively. It is interesting to note that the film !
thickness profile at,= 10 deg is very steep and appears to be a Z 8
straight line without curvature, however, it is actually a part of a e, \
circle with the curvature of 3000 . “Flatsurfacs of pell

Theoretical Formulation for the Convex Liquid Drop on the
Surface. Equation(6) describes the shape of a concave liquid
film in the corner of a container using¥aZ-coordinate system. »
Since a liquid drop forms a convex vapor-liquid interface on the #7772
flat surface, the curvature of the liquid drop on the flat surface caiFlat surface of the cell
not be obtained by directly applying the above equations. Experi-
mentally, we can obtain the film thickness profilé.() of the Fig. 12 Coordinate transformation for the drop on the flat sur-
mid-plane of the drop. Therefore, for a mid-plane through thiace
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1
y'=— 5{\/§r(—c050C+ Sin6) + V2r(—cosf,+sin )2 —4[(8") 2+ \/2r 5’ (cosh,+sin6) ]} (11)

The two unknownsr and 6., can be obtained simultaneously by
best fitting the experimental film thickness profile of the drop. The
contact angle of the drop is then given By= w/4— 6., and the
curvature isKy=2/r since the drop is assumed to be a spherica
cap.

20um '
? ' - .",_ i

Experimental Results and Discussions

The thickness profiles of ethanol in Figs. 2 and 3 are given ir
Fig. 13. As can be seen, the thickness profile of ethanol on th
modified surface cell is much steeper than that on the initial sur
face cell. The ethanol/quartz system changes from completel
wetting in the initial cell to partially wetting in the modified cell.
The equilibrium apparent contact angle of the ethanol-modifiec

quartz system is 4.9 deg. . .
In the region of dropwise condensation, the vapor first con- . B
densed into small discrete liquid drops on the flat surface of th R
vertical quartz cell. These small drops then grew and coalesce
into larger drops, which were then absorbed into the meniscus i S
the corner. This sequence then repeated. For example, three p
tures of the same location recorded over a period of 0.33 secont (@)
are presented in Fig. 14. Time=0 is a relative time as close to
the start of a cycle as we can measure with a standard vide
camera. Near the corner of the quartz cell, instead of falling unde
the gravitational force, the condensed drops are driven into th
concave liquid film by the natural pressure gradient due to inter
facial phenomena, which can be accurately analyzed using tt
image analyzing technique described above. Two local cases wii !
different condensation rates shown in Figs. 15 an@JLére now
discussed using the sessile drops indicated by the arrows. Figur
15 and 16 were recorded at different locations and absolute time
Since the coolers are located 20 mm from the top, the base «
the longer vapor bubbléCase ll)is closer to the cooler, therefore,
the condensation rate in the longer bubble is larger. For Case | i
Fig. 15, the length of the vapor bubble is 7 mm. For Case Il in
Figure 16(a), the length of the vapor bubble is 10 mm. It is clearly
seen that the liquid film in the corner in Fig. (& is more spread e ;
out due to the larger condensation rate. Figurébl@ives a '
clearer view of the spreading liquid film portion in the corner : ’
adjacent to that in Fig. 18). For each bubble length, the conden- (b)
sation rate is also a function of axial position.

.
20pm - ..’

35 v e A ‘
+ Experimental data B A ~ e
a} Theoretical results p -
€25 bt &
2 '. :
[2=] . .
@ o} Partially wetting | o i,
(2]
=
X
1.5
£ v
g .
c 1 . i ——
Gompletely wetting -,Q i
05 - 9
. (o)

%5 60 65 70 75 80 85 90

Relative distance, y(um) Fig. 14 (a) Dropwise condensation of ethanol at ~ x=3 mm (t
=0 sec); (b) Dropwise condensation of ethanol at ~ x=3 mm (t
Fig. 13 Comparison of thickness profiles of ethanol film on =0.27 sec); and (c) Dropwise condensation of ethanol at X
the initial and modified surfaces  (x=3 mm) =3 mm (t=0.33 sec).
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Fig. 15 Case I: Dropwise condensation at lower condensation
rate (x=3 mm)
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Fig. 17 Film thickness profiles in the corner

~A comparison of the film thickness profiles in the corner iglattens out, and then the film thickness increases gradually. We
given in Fig. 17. The film thickness profile in the corner in Case find that this change in sign in the curvature at the contact line is

which has an apparent contact angle of 9.6 @&@.1um) and a

important to obtain the necessary additional driving force for the

curvature of 2.38:0°m™1, is much steeper than the profile inincreased flow in Case II. At the convex front marked as Region
Case II. For Case II, the meniscus bulges at the beginning, thé in Fig. 17, the curvature is-3.68x10°m™*. In Region lib,

(b)

Fig. 16 (a) Case Il: Dropwise condensation at higher conden-
sation rate: an extension of the picture is given in Fig. 16
(x=6 mm); (b) Case Il: Spreading liquid film in the corner
which shows the extension of Fig. 16 (a) (x=6 mm).

Journal of Heat Transfer

(b)

the curvature is near zero. In Region llc, the curvature of the thick
film in the corner is 2.2%10°m~*. As demonstrated by Zheng

et al.[70], the evaluation of the uncertainties associated with the
presented image processing procedure is a complex function of
the pixel resolution of the optical system, the number of dark
fringes which can be recorded to obtain the curvatwieich is a
function of the value of the curvature and optical magnificgtion
the apparent contact angle, the wavelength of the light, and the
refractive index of the liquid. In our optical system, the resolution
was 0.1777 um/pixel. We calculated the uncertainties presented in
Table 1 using the procedures presentefl7it]. Note that the sign
convention for the curvature is negative for the convex meniscus,
positive for the concave meniscus. According to the simplified
Young-Laplace equation for the thick film where the disjoining
pressure can be neglected, the horizontal pressure difference in the
meniscus can be obtained from the sum of the absolute values of
curvatures of the convex frorfRegion Illa)and the thick film
(Region lic). Hence, the value of the horizontal pressure differ-
ence between the bulging filtRegion lla)and the meniscudRe-
gion_llc) is 133 N/nf, which is 2.7 times larger than th&50
N/m?) between the spreading flat filiRegion ilb) and the me-
niscus(Region lic). The shape of the meniscus in Case Il provides
much more driving force for condensate removal than that in Case
I. The meniscus absorbs the drop into the corner by this intermo

Table 1 Values of the different terms in the force balance
3) evaluated at 6=0.1 um

(Eq.

Case I 11
d; [m] 2.83x10” 2.93x107
0, 9.6° 9.9°
0, 9.5° 2.5°
K;[m'] -2.65x10°+6.29% | -2.41x10"£5.60%
K. [m'] 2.38x10°+8.59% | 3.68x10°+2.18%
(—cosf, +cos6,) | 2.90x10™ 1.39x107
5(-Ky+K,) 2.92x10” 2.04x10”
[N/m]

F 3.21x107 1.59x10~
d,o;

8.88x10° 3.09x10°

P&V
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1.4 v v - - According to Eq.(12) condensation is promoted by subcooling
+ Experimental data and hindered by high liquid film pressure.
12 Theorefical results The interfacial pressure difference is obtained using @9
with the thickness profile. The pressure level in the vapor, which
= ] is uniform because of minimum resistance to vapor flow, is mea-
= Case i sured using a pressure transducer. For our isothermal system at
% Case | 24°C, the vapor pressure measurement was 60 mmHg which is the
#0.8r 1 thermodynamic value of 56 mmHg plus an apparent error of 4
2 mmHg. The difference is believed due to non-condensibles which
$0.6 did not change. During heat transfer studies, the vapor pressure
£ correlated with the temperature in the region of condensation.
Eo4 However, the interfacial temperature difference is too small to
v measure and must be obtained from modeling thermal conduction.
0.2 This can be evaluated using two overall heat balan@gsa mass
) balance based on the measured volume of the drops which gives
the average heat flufq|, = —1.86x10° W/m? for Case 1,q],
% > 4 6 8 10  =—3.28%10° W/m? for Case Il); and2) a numerical calculation
Distance, y’(um) of conduction in the glass which is to be done. Finally, a numeri-
cal example of the sensitivity of the magnitude of the interfacial
Fig. 18 Film thickness profiles at the mid-plane of the drops temperature difference can be obtained using &&) with the

measured pressure jump and heat flux,,¢T,)=—1.09

X 10" 4K for the drop in Figure 15, and-1.51x10 *K for the

drop in Fig. 16(a). Obviously, these temperature differences are
lecular force gradient, then the condensate flows up to the regim® small to measure. However, they indicate that Marangoni
of evaporation by the vertical axial curvature gradient. The filiflows were probably insignificant in the region analyzed. This
profile is self-adjusting to obtain the necessary force. These initigdnclusion was supported by the interference profiles in the region
discussions demonstrate that the details of the two-dimensigRalyzed. We note that future studies under different conditions

pressure field can be obtained for future analyses. ; ; ;
For now, Eq.(3) is used to analyze the macroscopic removeipay alter this conclusion. Although they are both important, we

force between the drop and the meniscus. Table 1 summarizestﬁ] tg:iatnj?: ﬁ%rlzsisnutrﬁegglié:t ?;ﬁzf;a:tlﬁgig; measure than the
values of the terms a#=0.1 um and the driving force for these P ’

two cases. Although the curvature difference term between the .

drop and liquid meniscus in Case Il becomes a little smaller corffronclusions

pared to that in Case | due to the convex front of the meniscus in
Region lla, the contact angle difference term plays a domina{?)t
role in the change in the driving force. The dimensionless diffes;

ence in irzee energy for the drop removal in CaseFlldso, IS fieq Using a coordinate transformation, it can also be applied to
1.59x10" %, which is 5 times larger than that for Case I. A COMine convex liquid drop.

parison of drop profiles is presented in Fig. 18, where we find.thatz The apparent contact angles and curvatures of the meniscus
the contact angles and curvatures of the drops are slightly diffgt-ihe cormer and the sessile drop were a function of the heat flux.
ent. However, as discussed above, the contact angles of the me; e condensate removal rate was a function of changes in the
niscus in the corner are quite different. Consequently, the dr@Bntact angle and curvature which self-adjust to give the neces-
removal force in Case Il is much larger than that in Case | becau§§ry force field.
of the change in the comner profile. ) 4 The use of a dimensionless, shape dependent, macroscopic
For the drop close to the corner, we find that the effect gfce palance to analyze condensate removal was demonstrated.
gravity on droplet movement towards the comner becomes insig-g Near the corner, the intermolecular force was up to 3000
nificant. The ratio of the horizontal driving force between the droges larger than the gravitational force and dominated droplet
and the meniscus to the vertical gravitational force on the dregmgyal.
(F/pgVy) is 8.88x10% for Case |, and 3.0910° for Case Il. g Microscale pressure fields can be experimentally measured,

However, gravity does have a large effect on axial flow in thghereas interfacial temperature differences cannot.
corner of the vertical system. The removal rate is obtained by

dividing the mass of the drop by the time period for removal. The
removal rate for Case Il is 5.2610" 2kg/s, which is 2.3 times ACknowledgments

larger than that (2.3410 *?kg/s) for Case |. These results dem- This material is based on work supported by the National Aero-
onstrate that the evaluation of both the body and the interfaci@utics and Space Administration under grants # NAG3-1834 and
pressure forces enhance the understanding of the mechanismNAG3-2351. Any opinions, findings, and conclusions or recom-
efficient removal of drops from a condenser surface. When theendations expressed in this publication are those of the authors
system is used in microgravity, the gravitational force becomesid do not necessarily reflect the view of NASA.

insignificant for all orientations. A physical understanding of the

effects of the liquid-vapor interfacial pressure and temperatufgomenclature

jumps on the local evaporation/condensation heat (jx, can be
obtained using the following equation which includes both the
Kelvin and Clapeyron effects on the vapor presd@e

1 An improved image analyzing procedure, which can be used
obtain simultaneously the curvature and apparent contact angle
the meniscus in the corner of the cell, was proposed and veri-

C = accommodation constant
C, = geometric coefficient
¢ = liquid-wall contact line length

o, =m"heg=hi3(T), = T,) +hiy(P,=P,) (12) s = width of the liquid drop
hig = latent heat of vaporization
where K = curvature
2 05 2 2 05 L = length in Figure 5
:d:( Cc'™M ) MP,hig lkI:( Cc'™M ) VimPyhrg M = molecular weight
* \2a«RT,) RTT, v \27RT, RT, m" = interfacial mass flux
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n = refractive index
P = pressure
R = gas constant
r = interfacial radius of curvature
Viu = molar volume of the liquid
x = axial distance along the CVB axis
y = distance in the direction normal to CVB axis

Greek Characters

= vertex angle of the quartz cell
film thickness
apparent contact angle
disjoining pressure
surface tension
shear stress
¢ = defined in Fig. 6
Subscripts
1,2 = arbitrary number of location index
¢ = liquid film in the corner

d = liquid drop on the flat surface
exp = experimental data

99 HFa R
Il

| = liquid
lv = liquid-vapor interface
s = solid
theo = theoretical results
v = vapor

Superscripts

" = coordinate system for the liquid drop on the flat sur-
face
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Forced Convective Heat Transfer
in Metallic Fibrous Materials

Devarakonda Angirasa A numerical study is reported for high Reynolds number forced convection in a channel
Member ASME filled with rigid metallic fibrous materials of high porosity. The effects of convective and

Thermacore International Inc., form inertia, viscous shear, and thermal dispersion are all considered together. Inertia

780 Eden Road, and thermal dispersion are modeled. The numerical results suggest that heat transfer rate

Lancaster, PA 17601, U.S.A. increases with increasing Reynolds number within a range, but not significantly beyond

that range. The heat transfer rate also increases with stagnant thermal conductivity, and
decreases with Darcy number. The fiber thickness was found to have significant influence
on thermal dispersion. The range of applicability of the local volume averaging in terms
of the significant parameters is discuss¢DOl: 10.1115/1.1470491

Keywords: Channel Flow, Dispersion, Forced Convection, Modeling, Porous Media

Introduction Vafai and Tien[7,8]investigated the effects of the quadratic form

Forced convection through rigid metallic fibrous materials Cadrag term and thg solid boundgry on flow, heat and mass trar]sfer

be used for substantial enhancement of heat transfer rates whji& POrous medium. They utilized the local volume averaging
8hn|que to develop the conservation equations. \f&hiand

still maintaining surface temperatures at a reasonably low Vall{;'fai et al.[10] theoretically and experimentally studied the in-

Given these characteristics, fibrous metallic blocks are well suit X ; .

. ! S L ence of variable porosity on the transport phenomena. Kavian
fo_r use as hlgh-performance heat.spr_eaders or dissipaters in in i] studied heat trF:":msferyin a channelpfor Ejlly-developed flowy
trial applications. Various metallic fibrous blocks are commet:

cially available, which are inexpensive and can be manufactur%@uat'on by neglecting the quadratic drag term and axial conduc-

to the desired porosity and permeability. In the current investigar n. A boundary layer type of flow and heat transfer along a flat
tion, a numerical model is developed to predict the forced conve%Iate embedded in a porous medium was studied by Beckermann

tion heat transfer rates using such a porous medium. The result| h }ﬁskante[lZ] by negl_ectlng the form drag. V_afal_and Kifh3]
ained an exact solution for forced convection in a channel by

mg?eﬁ:icczgrgﬁsuﬁggttdoisilidz;?ertge design and optimization of t@ nsidering fully-developed flow. Nield et 4l14] studied forced
P ' %,_:)nvection in a fluid-saturated porous medium channel with iso-
h

mz;icc)) ';ngcg\é?nhfg Hg\f;ﬂd"t]e?nf'2:‘;‘:;;”;;3‘;“;@;?}';?53? dfl? Iermal and isoflux boundaries, while Nield et[dl5] considered
P P e effect of the temperature-dependent viscosity.

H)aersc.) Q:SUPZ'PJSS dotjkfebﬁt?eerzsivaetriiarll?ers\?gg%\t];lef‘l,ov\\;vsh?lgatﬁgolga Beavers and Sparrofil] conducted a series of experiments to
Y 9 : termine the friction coefficients for a family of metallic fibrous

to a larger pressure-drop, the associated mixing substantially . . -
' o . terials saturated with water. The form coefficiet{,, and the
hances the heat transfer rate. In addition, when the fluid-satural & meability,K, were obtained in terms of the flow rates and the

fibrous material has a larger effective thermal conductivity th lessure-drop. Koch and Bra@iy6] obtained expressions for the
the fluid alone, the heat dissipation from the bounding surface ! octive diffups.ivity of fibrous media in terms o?the permeability
enhanced, helping to keep the surface temperature within acce d velocity, using an ensemble averaging technique.

able limits. ; o ) :
Nield and Bear(2) and Kaviny[3] preserted a modern ac- ", 118 SUent ivestigaton, todmersiona forced fow
count of convective heat transfer in porous media. A majority qf. 9 '

the previous investigations of convection in porous media have” Lis co(;]s_ldered._ The rlgld_flbroous me]gluhm h";‘]s h'gT unllflorr_n
been based on the Darcy flow model, which does not conside rosgy ar?'l |shotrop;1|c propertles.d nebo ;[j_ebc _anBe Y‘Iladsﬂ IS
convective inertia, form drag and viscous shearing effects. The gteh » W II ?. tlde other Is as;urlrlle t% Ieda I'ah akt]lc. Et"?‘('je ow
factors are important, particularly in high Reynolds number flow 7 thermal fields are numerically modeled with the consideration

Since the fluid flows through a complex tortuous path through “E]e convective and form drag, viscous shearing effects, and thermal
fibrous medium, it is not possible to model the flow in full detail Ispersion. The form drag and dispersion effects are modeled from

However, the effects of the fibrous matrix, the local recirculatio’hhe experimental data of Beavers and Sparfbhand the theory

around the individual fibers, and the thermal dispersion can Koch and Brady{16], respectively. Heat transfer coefficients

incorporated into the conservation equations through a volunb_e presented in terms of Reynolds number, Re, and Darcy num-

averaging process. While this averaging procedure provides EE ba.

mechanism by which the desired conservation equations can be

made applicable to the bulk flow and heat transfer in fibrous me-

dia, it clouds the local effects of recirculation and dispersion, leaynalysis

ing two quantities to be determined empirically: the form coeffi- . . . .

cient, Cr, and the dispersion conductivit, . As a result, these For onv.porosny and steady flow rates of incompressible fluids,

two parameters must be obtained either through experimentatiff €mpirical Darcy formula is expressed[ag]

or additional modeling. For a history of the theoretical develop- A

ments of flow through porous media, see Lad¢ ap = ﬁu (1)
Following the earlier work of Whitakef5] and Slattery[6], Ax K

Contributed by the Heat Transfer Division for publication in th®URNAL OF where u is the average velocity in the flow directior, This

HEAT TRANSFER Manuscript received by the Heat Transfer Division February 23¢quat_ion is valid strictly for very low velocity flows. Reynolds
2001: revision received January 25, 2002. Associated Editor: J. G. Georgiadis. [18] first suggested the quadratic drag form
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adiabatic The last term in Eq. 6 accounts for the viscous shear, and it pro-
vides means to improve the no-slip wall condition.

out For an isotropic fibrous mediung, Cr, andK are indepen-

dent of direction and are constants for a given medium and fluid.

For this case, assuming thermal equilibrium between the two

phases, the volume-averaged homogeneous energy equation can

be expressed as

Fig. 1 Physical configuration

It
(bl o2 (1) T() | =T (kT O +kT W) (®)

where,o is the ratio of heat capacities of the stagnant medium and
p the fluid andk, is the stagnant thermal conductivity of the satu-
A—=Au +Bu? (2) rated fibrous medium. The stagnant conductivity can be either
X measured experimentally or estimated from the porosity and the
whereA andB are dimensional constants. This came to be knowthermal conductivities of the solid and the fluid.
as the Forchheimer lapd7].
Equation(2) was used by Green and DuwgF9] to correlate
experimental data for friction factor in terms of Reynolds numb
Ward[20] obtained the following expression

Nondimensional Parameters and Equations. The nondi-
et;nensional variables are defined in nomenclature. The space coor-
dinates are scaled with the length of the chanheland the ve-
locities with the uniform inlet velocityV,. For convenience, the

dp uu cpu? brackets,( ) are dropped in the subsequent formulation as it is
x K< (3) understood here that these are volume-averaged quantities.
X \/R The length of the channel,, rather than its height{, is cho-

in which c is a dimensionless constant. Wa@0] mistakenly ~Sen as the length scale, since the height of the heat dissipater may
thought that the value af was a universal constant. However, thd€ determined. Hence, the nondimensional channel hetitftt,
experimental data of Brownell et 4R1], Green and DuweZ9], IS left as a parameter in the analysis. This aspect ratio determines

and Beavers and Sparrdi] do not support this. the height of the domain of computation in thedirection, and

To account for the viscous shearing effect, Brinknia] pro- ~ ¢an be independently prescribed in the calculations. With the use
posed a modified Darcy law of the form of these nondimensional variables, the continuity and momentum

equations for a two-dimensional flow can be transformed to
Vp=— kvt VA (4) v
X + N 0 9)

whereu’ is the effective viscosity of the medium. It is common
practice to assume it to be the fluid viscosity, This model is U U U Ip 2 Ceo?
expected to be valid at very high values of porosity. Y R PR it AN, S| i AN TIY)

The volume averaged conservation equations which resemble = 97 axX Y X ReDa” |Da
the Navier-Stokes and energy equations have been derived by 5 2
Slattery[23]and Vafai and Tie7]. This formulation is employed i i( J°U 4 J U) (10)
in the present analysis. Consider a two-dimensional channel of Rel ax? " aY?
lengthL and heightH, filled with fibrous material and fully satu-
rated with a fluid(Fig. 1). The temperature of one of the walls is NV AV AV, JP @? Crg?

assumed to be, and the other wall is adiabatic. The fluid flows ¢ 75+ UV N~ "¢9% Reba’ EUMV
through the inlet of the channel with a constant and uniform ve-

locity, V, and temperaturey. The flow in the channel can be o [V 9V

described using the following volume-averaged conservation + @( )
equations of mass and momentum

V- (W)=0 (5) The nondimensional parameters appearing in the momentum
equations are the Reynolds number, Re, and the Darcy number,
pi [ V) it Cr Da, which are defined in the nomenclature.
i Ko +({(v)-V{v) | ==V(p)— ?(v>—pf —(V)[{v) The magnitude of the volume-averaged dimensionless velocity,
¢ T VK Uy, is given by

2T (11)

+ wV3V) ©) e

respectively. In the above formulatiof) represents the afore- Un= V2 12)
mentioned volume-averaged quantities. The momentum equation, 0
Eg. 6, can be split into the three component equations for ti&e two momentum equations, Eq40) and (11) may be com-
coordinate system of choice. For the current investigation, a Cajined into one vorticity-transport equation [&3}]
tesian coordinate system will be utilized.

The convective inertia term on the left-hand side of Eq. 6 is dw dw dw @ Cre?Uy,
important when the flow is developing, i.e., at the entrance of the Larpy +U X +VW T T ReDa”” /Da @
channel and for flow through a high porosity medium such as the a
one considered here. The first two terms on the right-hand side,

2
when isolated, form the well-known Darcy formula for fluid flow _Ceet [, ,VaUM)
in porous media. The third term accounts for the local acceleration JDa Y 20
and separation around individual fibers, which occurs in high Rey- 5 5
nold number flowg1]. The quantity(v)|, for a two-dimensional " i(a_“’+ ‘7_“’) (13)
flow, is given by Rel ox2 = aY?
[(V)] = (u)2+(v)? (7) where the vorticityw, is given by
740 / Vol. 124, AUGUST 2002 Transactions of the ASME
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U v y=H*,oTlbY=0

w= W - ﬂ (14) I |
Here, a nondimensional stream functiah,can be defined, such IlIJ =Y oploX =0 |
that |T =0 owloX =0 |
LN s *‘*’=° oThoX =0 |
Sy VI YA !
From Egs.(14) and (15), it follows that X v=0,T=1
!92$ (92¢ Fi . .
_ov. v g. 2 Numerical boundary conditions
W=7 + 2 (16)
The vorticity-transport equation, E¢L3), implicitly satisfies the a
mass conservation equation, 8). Equationg13) and (16) can Pg=RePrDa and Pg=RePrDa — (21)
be solved for the_ two v_ariables; and ¢, with ¢, Re and Da as \/R
parameters, provide@ is known. The fiber radiusa, may be estimated from the following expres-

The energy equation, E¢8), is converted to nondimensionalsjon[16,25]
form with a dimensionless temperature as defined in nomencla-
ture. The dispersion conductivitlgy, requires empirical determi- 20 ¢

71~
nation. Using the ensemble averaging analysis of Koch and Brady K™~ 3a2lne ! (22)
16], k b d . !
[16], ky may be expi/e_sse as ® The average Nusselt number is defined as
Col\ VK|V Cohy VK|V —
(kg =PV KM (Kg)y=2—2 0 M a7y hL
1 1 Nu=—= | (=dT/aY)|y—odX (23)
In| —— In| —— Ko
1-¢ 1-¢

Since the nondimensional parameters, Re, Da, and Nu, are depen-

where A, and A, are constants. With these transformations th§ent on channel length by definition, they can easily be converted

nondimensional energy equation in two-dimensional form can bg her definitions. For instance, a Nusselt number based on

written as channel heightH, may be obtained by multiplying Nu in E@3)
al +U6T+V&T (ko ! ) 32T+ aZT) Wlt‘lith/L. h I ductivity of th d fib
o - <=\l =ll=mt s e stagnant thermal conductivity of the saturated fibrous me-
T 2 Y ki RePyLoX= Y dium, ko, is higher than the thermal conductivity of the fluid.
N \/ﬁ J aT Hence, care must be exercised in the interpretation of the Nusselt
+ X—l —X( " —X) number defined by Eq23) when compared to the Nusselt num-
In( ) g g ber with the viscous flow of the fluid alon@.e., without the
1-¢ fiborous medium in plage For such a comparison, the Nusselt
number in Eq. 23 may be multiplied by the conductivity ratio,
Ay\/D—a 9 q y p y y

aT
+ —(UM—) (18) Kolki-
1\ Y aY .
In(l—) Numerical Procedure
-

) ) - ) The convective terms in Eq$13) and (18) were discretized
whereo is the ratio of heat capacities of the stagnant medium aRglth upwind differencing due to stability consideratidi2st]. The
the fluid, k, /k; is the ratio of thermal conductivities of the stagiffusion terms were discretized with a central difference formu-
nant med|um and the f|UId, a.nd Pris the Pl’andtl number Of ﬂl&ion. The Vorticity transport equationl Eq]‘3)’ was so|ved by
fluid. For the main flow aligned with the-direction, the values of the alternating direction implicitADI) scheme as described by

A have been obtained by Koch and Brddy] as Roache[24]. Solution for the stream function equation, E46),
573 3 was obtained by the successive over relaxati®@®R) method.
M=—=~,  and Ay=— (19) The stream function equation was iterated at each time-step of the
160 320 solution of the vorticity transport equation. Both absolute and

The implication of Eqs(17—19 is that even when the tempera_rel_ative error criteria were u_sed to check for the steady-state so-
ture gradients in the flow direction are small, the diffusion ternétion. The same type of criteria were used for the convergence
in the streamwise direction still must be retained in the enerdst of the stream function equation. Uniform grid spacings were
equation to account for dispersion, sincghas a value substan- €mployed. The energy equation utilized the flow field solution.
tially larger thanx, . The ADI method mentioned above was used again for the numeri-
The dispersion conductivity given by E¢L7) was derived for cal solution of the energy equation, H@8). o
bulk flow in thex-direction with an average velocity . In the  The numerical boundary conditions are shown in Fig. 2. At the
near wall region, dispersion is expected to be insignificant and tiget of the channel, a constant velocity was prescribed. At the
molecular diffusion comparatively larger. Since the dispersiopttlet of the channel the flow was assumed to be fully developed,
conductivity directly depends on the magnitude of the local velo@nd the convective heat transfer term was dominant. Wall vortici-
ity, and is brought to zero adjacent to the wall, when the Laplacidi¢s were evaluated using a first order form{@§]. The initial
term in the momentum equation is retained, with the no-sli‘ﬁpr\dltlonS were

boundary condition, Eq.17) is then physically meaningful. * =0 —=0. T=0 U=0 and
Two additional constraints for the validity of E(¢L7) for dis- T rOTs ' '
persion conductivity are given as follows V=0 for all X andY (24)
In(e™ 1) The numerical solutions were tested for grid-dependence. In the
1<[Pg| and - <|Pej (20)  results to follow 61151 grid points were utilized for the numeri-
cal computations. This gave an error estimate of less than one
where percent for the field variables when compared to those obtained on
Journal of Heat Transfer AUGUST 2002, Vol. 124 | 741
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Fig. 3 Velocity profile for fully-developed viscous flow in a Fig. 4 Velocity profiles in the fully-developed flow region: Da
channel: X=1, H*=0.1, ¢=1, and C=0 =5%X10"%, ¢=0.95

41x121 grid points. The average Nusselt number was obtained &§/eration near the solid boundary. At the higher Reynolds num-
numerically integrating Eq(23) with Simpson’s open ended for- bér, the velocity gradlgpt near the.wall is expectedly steeper. Fully
mula[27]. The numerical code was validated for the classical cadgveloped flow conditions prevailed at a short distanc®.¢)

of viscous fluid flow in a channel, and the numerical results confom the entrance of the channel for the entire range of Re con-
pared very well with the analytical solutid@8] as shown in Fig. sidered here. The “boundary layer” thickness remained constant
3. This was achieved by setting=1, Da=1, andC:=0 in Eq. thereafter. _ , o

(13). A moderate value of 300 was chosen for Reynolds numberThe corresponding temperature profiles are shown in Fig. 5. For
so for the outflow boundary conditions in Fig. 2 to be valid. TheRigher Reynolds number, the temperature profile is steeper result-

Eqgs.(13) and(16) were solved by setting zero the first term on thé"d in a larger temperature gradient at the wé&ig. 7). Figure 6
right hand side of Eq(13). presents a plot of isotherms. From Figs. 5 and 6, it is apparent that

the unheated adiabatic bounding surface of the channel is at the
. . inlet temperature. This suggests that the thermal layer remained
Results and Discussion close to the heated wall and did not penetrate very far towards the

A series of numerical calculations was performed for differerstther wall. The fundamental assumption of the volume average
parametric values. The effect of the Reynolds number on floanalysis is that there are significant number of pores and fibers
field and heat transfer will be discussed first. This is followed bgresent in a representative volume of the medium over which the
the variation of the Darcy number, and the thermal conductivigveraging is performed. However, very small channel heights may
ratio. The Prandtl number was assumed to be 7.0 for all calculmpose restrictions on the validity of the volume averaging pro-
tions. Thermal dispersion depends on fluid velocities and the migess as discussed. The isotherms expectedly are closely packed
ing of the fluid as it flows through the complex tortuous pathsear the entrance of the channel yielding larger local Nusselt num-
around the fibers. For dispersion to be an effective transpder (Fig. 7).
mechanism, the permeability and the porosity need to be large tolhe local wall temperature gradients are presented in Fig. 7. As
felicitate this mechanism. A high value fgrof 0.95 was assumed. shown, the local heat transfer rate decreases with increasing dis-
The value of the form coefficienCr, was taken to be 0.075 astance from the channel inlet as the transfer medium absorbs more
recommended by the experimental work of Beavers and Sparrewergy along the direction of flow. The average Nusselt number
[1]. The nondimensional height of the channel was held at 0.1data appear in Fig. 8 for Reynolds number ranging from 5000 to

The stagnant conductivity of the fibrous mediukg, depends 25,000. Although the heat transfer rate is substantially higher in
on the thermal conductivities of the solid and the fluid, the poroghis Reynolds number range when compared to that of viscous
ity of the medium, and the relative orientation of the fibers, whiclilow through a channel, it is interesting to note that there is only a
while important, is difficult to quantify. The stagnant conductivitymarginal increase in Nu with a much larger increase in Re. This
can be bounded using the arithmetic average of the two conduc-
tivities, which yields too high a value df,, and the harmonic
mean, which is too low. It is, therefore, desirable to measure the o1 - - - -
stagnant conductivity experimentally. For the numerical calcula- } } : ; : 3 ‘ R oo
tions presented here the ratio of thermal conductivitiedk; , D : ! : ! L |— — 25000
was assumed to be 2.0, except for the last set where the effects o : ‘ ' ‘
variation in this term will be considered.

The ratio of heat capacitiesr, is significant when transient 0.06 [{-
solutions for the energy equation, E(.8) are desired. In the v
present work, the focus is on steady-state solutions, hence, the
unsteady term is utilized merely to march the equation in time to
its steady-state solution. Three different valuesr06.8, 1.0, and
1.1 resulted in identical steady-state solutions. For the results that ooz
follow, the value ofs was prescribed to be 1.0.

Figure 4 illustrates the velocity profiles for two values of Rey-
nolds number. For both cases, the velocity varies linearly near the
wall and there is a large core of constant velocity. A smooth tran-
sition exists between these two different regimes and it is clear
from the velocity profiles that the numerical solutions satisfy massg. 5 Temperature profiles at X=1: Da=5X10"°, k,/k~=2,
conservation with the core accelerating to compensate for the @e=0.95, and Pr=7
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Table 1 Cr=0.075, ¢=0.95, Re=10*, and Da=10"°

koK, Nu (ky/k) Nu
1.0 153.3 153.3
1.25 148.5 185.6
15 1442 2163
1.75 1402 245.4
20 136.5 273.0

suggests that while the use of the fibrous medium enhances heat
transfer, fluid inlet velocity beyond some relatively high value will
not further enhance the heat transfer. It appears that the limit of
thermal dispersion is reached here. The experimental work of
Beavers and Sparrofd | clearly demonstrated that the quadratic
inertial term containin@g is important even for moderate veloci-
ties. The current numerical study appears to suggest that the ef-
fective use of fluid flow around thin fibers for better mixing is a
preferable method of enhancing the heat transfer, rather than just
continuing to increase the flow velocity.

To understand the most significant mechanisms that contribute
to enhanced heat transfer in fibrous media, the Darcy number was
varied while holding all other parameters constant. The average
Nusselt number is illustrated in Fig. 9 as a function of the Darcy
number. Comparing Figs. 8 and 9, it is clear that a lower Darcy
number rather than a higher Reynolds number produces signifi-
cant increases in heat transfer. When porosity does not change, a
lower Darcy number can be achieved through thinner fibers. This
can be explained with the relation for permeability in terms of
porosity and fiber thickness, E€R2). For constant porosity, thin
fibers lead to lower permeability and hence, smaller Darcy num-
bers. Thinner fibers spread the flow more evenly and promote
better mixing of the fluid, which results in larger heat transfer
rates. It should be noted, however, that there may be manufactur-
ing limitations for thinner fibers.

Although the thermal conductivity ratit, /k; , may depend on
either the porosity or permeability or both, the variation of the
ratio helps understand the effect of the type of solid material uti-
lized for the fibrous medium. Table 1 lists the values of the aver-
age Nusselt number obtained for differekg/k;. While the
change in the Nusselt number appears to be insignificant, the heat
transfer coefficient increases substantially with an increase in
ko /K. A better way to characterize this effect is to examine the
product ,/k;) Nu, which accounts for the combined effect.

Conclusions

A comprehensive numerical model was developed to study the
forced convection heat transfer in rigid metallic fibrous materials.
Numerical results were presented for liquid cooling using water
and metallic fibrous heat dissipaters. Empirical models were used
to include the effects of inertia and thermal dispersion associated
with high Reynolds number flows.

The current numerical model allows the variation of one sig-
nificant parameter while keeping all the others constant, which
typically is not possible in experiments. Hence the numerical
model can assist in the design and choice of fibrous heat sinks.
While high Reynolds number flow is desirable for effective heat
dissipation, distinction here is made between the two different
flow velocity regimes. At very low velocities, the Darcy model is
valid, and the thermal dispersion is insignificant. Hence, it is not
the preferred range of Reynolds number. In the higher range of
Re, i.e.,,>5000, further increases in Re do not bring about sub-
stantial enhancement in heat transfer. This can be accomplished
by thinner fibers reducing the Darcy number.

Here again, two ranges of Darcy number need to be demar-
cated. At the lower end{ <108, the porosity and the flow rates
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will be rather low for thermal dispersion to be present. For the U,V
higher range of Darcy number comprised of higher porosities and

permeability, dispersion increases with decreasing permeability. v
For the randomly oriented fibrous media, lowering the permeabil- V,
ity in the high porosity range corresponds to thinner fibers. As a x,y
result, in the manufacturing of the fibrous material, the best heatX,Y

volume averaged nondimensional velocity compo-

nents(u/Vy, v/Vy)

volume averaged velocity vector

inlet velocity

Cartesian coordinates

nondimensional cartesian coordinatesl, y/L)

transfer performance can be obtained by maximizing the poros'%ee

and making the fibers as thin as possible. By so doing, the flui

velocities will be lower, with the corresponding savings of pres-

sure drop and the associated pumping capacity.

For Re<5x16, and Da<10"®, the numerical calculations
were unstable and no meaningful solutions could be obtained.
these lower ranges of Re and Da, the simple Darcy law is perha
more appropriate. Numerical solutions were not possible for R
=1000 even with Da=20"2. From the experience gained through

the numerical calculations, the realistic values of Reynolds num-
ber and Darcy number for dispersion to be significant are 5000

<Re=25000 and 10°<Da<10 °. Outside these ranges, the

physical assumptions made in arriving at the volume-averaged

conservation equations, Eq®) and (8), break down. The main

assumption is that in a representative volume of the medium over 7
which the averaging process is performed, there are large number @

thermal diffusivity of the fluic= (k/pc,)s
volume fraction of the fibers (1 —¢)
porosity

constant parameter

stream function

dynamic viscosity of the fluid

effective dynamic viscosity of the medium
kinematic viscosity

density

ratio of heat capacities of the stagnant medium, and
the fluid=(pcp)o/(pCp)+

time

= nondimensional time 7V, /L

vorticity

In

ps
e

TL>6 o R

o

<

q©

* 3

of pores and fibers. A very large Darcy number indicates a lar@ubscripts

value of fiber thicknesgfiber thickness is proportional to the
square root of permeabilityelative to the channel length which is
invalid for the volume average analysis. A very low value of

Darcy number indicates low permeability and hence much smaller

f fluid
stagnant medium

= thermal dispersion

void relative to solid phase. As the Darcy number increases the
limit of viscous fluid flow is approached. Much lower values oReferences

Darcy number lead to low velocity and low porosity Darcy flow
where dispersion is absent.
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ergy, turbulence kinetic energy and its rate of dissipation. The
nknown model parameters including the interfacial heat transfer
oefficient, permeability and Forchheimer constants were deter-

) : . . : mined by carrying out exhaustive numerical experiments using a
of porous mediaKaviany [3], Nield and Bejar{4], Vafai [5]), %eriodic array of square rods and then integrating these micro-

ey be explafe lo nyestgae e flow and heatanster il opio esuts overa unt porous suctkakayama and Kuni:
elempents which one does not?/va%t to ka arga et al8)) ara[10] and Kuwahara et a[.11]), Their study can be general-
For example, the hot and cold fluid pags“sdahge)s/ ina com.pa(;t hiz d to treat anisotropic porous media, which may represent
exchanger can be treated as two distinct porous media with hig ucater);l r:grt'nig?s fluid flow equipment consisting of synthetic
anisotropic permeabilities. It is quite likely that one has to appe )

to the volume-averaged set of equations with some subsc?'llem this study, we shall essentially follow their procedure to in-

Introduction

The concept of local volume-averaging theory, namely, VAJE|
(Cheng[1], Quintard and Whitakgr2]), widely used in the study

model, when he performs CFD calculations of engine nacelles Sstlgate laminar flow and thermal non-equilibrium heat transfer

account for bundles of hydraulic tubes, ribs and some other ?rough a collection of square rods placed anisotropically, so as to

structions(DesJardir{7]). There are a number of other situation

Itg Vc\ilgg;iggig;%?:;%lﬁ{g%‘éﬁ Ti%(\:/\r/g\s/g(r)pilr? 32;1 efttjgsacsgfyn:ﬁ cggquipment in reality. A series of direct numerical experiments us-
macroscopic governing equations based on VAT such as intr%-g a structural model are conducted for various sets of the mac-

duced by Nakayama et 46] for analyzing the complex heat and" scopic flow angle, Reynolds number and degree of anisotropy,

- - . determine the permeability tensor, Forchheimer tensor and di-
fluid ﬂO.W equipment, one must model the flow resistance asso%%ctional interfacial heat transfer coefficient, purely from the first
ated with subscale solid elemeritaodeled as an anisotropic po-

rous mediumgand also the heat transfer between the flowing ﬂuiBrmC'pIes without any empricizm.
and the subscale elements, beforehand.

The microscopic numerical results obtained at a pore scale can
be processed to extract the macroscopic hydrodynamic and thqumerical Model and Periodic Boundary Conditions
mal characteristics in terms of the volume-averaged quantities.
great deal of effort has been directed towards this ende@uer
wahara et al[8], Nakayama and Kuwahaf8]). In the fundamen-
tal study of turbulent flow through an isotropic porous mediu
Nakayama and Kuwahafa0] pointed out that the smaller eddie
(i.e., turbulent mixing rather than mechanical dispersioust be
modeled first, as in the case of LES, and started with the Reyno
averaged set of the governing equations and integrated them over R - S
a representative control volume to obtain the set of macroscopic (0)=[(t)|(cosal +sinam) @)

equations, namely, the equations of continuity, momentum, &Rhere(a) denotes the volume average, namely

ake a first step towards establishing a general numerical proce-

lure based on VAT for analyzing complex heat and fluid flow

Alet us consider a macroscopically uniform flow with an angle
through an infinite number of square rods placed in an anisotropic

ashion, as shown in Fig. 1. All square rods, which may be re-
Sgjarded as heat sink®r sources), are maintained at a constant
temperatureTl,,, which is lower(or higher)than the temperature
stthe flowing fluid. The macroscopic velocity field follows

Contributed by the Heat Transfer Division for publication in th®URNAL OF
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Table 1 Effect of grid number on  —(d(p)7ds)/ (pl{W)|?/L) at

a=0deg
Re, Grid system 91x91 Grid system 181x181
10 7.80 7.82
100 0.836 0.835
600 0.154 0.154

Note that the thermal periodicity as given by E(0a)and(10b)
must be satisfied, since the microscopic temperature field, when
averaged spatially within a local control volume, should lead to
the macroscopic temperature field whose gradient aligns with the
macroscopic velocity vector is direction, such that the macro-
scopic energy equation reduces to

AT ]
Pprf|<U>|W:_th¥f(<T> —(T)® (11a)

L
. . - - . - - where the net heat transfer from the fluid phase to the solid phase

through a specific interfacial area (i.e., interfacial area per unit
Fig. 1 Physical model and its coordinate system volume) is given byhfaf(<T>f_<T>s) Where(T)f and(T)® de-
note the intrinsically averaged temperature of fluid phase and that
of solid phase, respectively. This equation naturally yields

The representative elementary volumewhich should be smaller

than a macroscopic characteristic length, can be takénxas for ] s ] s ash;
this periodic structure. Due to the periodicity of the model, only  (T)' —(T)*=(T)'=(T)*)rerexy — pfc—|<ﬁ>|(s_sref)
one structural unit as indicated by dashed lines in the figure may i (11b)

be taken as a calculation domain. The governing equations for the
fluid phase are given as follows since the interfacial heat transfer coefficiéntis expected to be
constant for the periodically fully developed heat and fluid flow

V-i=0 ®) (Kuwahara et al[11]). It can easily be confirmed that the forego-
V.0)i=-Vp+ w.V2i 4) ing macroscopic equation is possible only when the microscopic
pil ) P44 “) temperature field satisfies Eq4.0a) and (10b).
pfcpfv(GT):kazT (5) Computations may be made using the dimensionless equations

) ) o based on the absolute value of the Darciapparent)velocity

fully developed stage, the velocity distribution at the exit of thgeference scales. For carrying out a series of numerical calcula-
structural unit must bedentical to that at the inlet, whereas thetjons, it may be convenient to use the Reynolds number based on
temperature profile at the exit must bignilar to that at the inlet. | g Re=[(0)|L/v, which can readily be translated into the Rey-

(Note that the situation is analogous to the case of forced convegsids number based on the size of square Doas follows
tion in a channel with isothermal wallsThus, the boundary, com-

patibility and periodic constraints are given according to Na- i .
kayama et al[12] and Kuwahara et a[11] as follows Rey=[(0)[D/vi={ (1~ ¢) L
On the solid walls:

H 1/2
Re (12)

R where the porosity is given by=1— (D?/HL). In this study, the
Ga=0 (6) ratio H/L is set to 1, 3/2, and 2 to investigate the effects of the
degree of the anisotropy, whereas the r&tid is fixed to 1/2 for
all calculations.
T=T, ) The governing equation§3) to (5) subject to the foregoing
boundary and compatibility conditions were numerically solved
using SIMPLE algorithm proposed by Patankar and Spalding

and

On the periodic boundaries:

Ulye - L=yt 2 (8a) [13]. Convergence was measured in terms of the maximum
change in each variable during an iteration. The maximum change
Gly= —p2=Uly=pp2 (8b) allowed for the convergence check was set t6°.0as the vari-
HI2 HI2 ables are normalized by appropriate references. The hybrid
f udy = f udy| =H cosa(|l]) (9a) scheme is adopted for the advection terms. Further details on this
—HI2 e _Lp JHI2 L2 numerical procedure can be found in Patar&dr and Nakayama

[15]. All computations have been carried out for a one structural
L2 d —Lsi - 9 unit L X H using non-uniform grid arrangements with>21, to
_uzv X =Lsina(|d])  (9b) ensure that the results are independent of the grid system. In Table
y=H2 1, the results of the macroscopic pressure gradient obtained using
(T=Ty)|gopjp= 7~ COSe/(LcosatHsina) T | the 9191 grid system and 181181 grid system are compared
10a) to confirm mesh invariance. All computations were performed us-
ing the computer system at Shizuoka University Computer Center.

Li2
= f vdx
—LP2

y=—H/2

(T_TW)|y:H/2: 7_H sina/(L cosa+H sin a)(T_TW)|y:7H/2

0b)
where Microscopic Velocity Field and Macroscopic Pressure
Gradient
= (T Twlx-rz,y-hre (10¢) Two distinct sets of velocity vector plots obtained for two dif-
(T=Twlx=—1r2,y=—1r2 ferent arraysH/L=1 and 3/2, witha=0 deg and 45 deg are
Journal of Heat Transfer AUGUST 2002, Vol. 124 |/ 747
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Fig. 4 Dimensionless plot of pressure gradient for a low Rey-
nolds number range: (a) H/L=1 and (b) H/IL=3/2

the inertial contribution to the pressure drop becomes significant,
whereas the flow field fooe=0 deg remains to be of the channel
flow type such that the inertial contribution is negligibly small.
From these velocity vector plots, we may expect that the resulting
macroscopic pressure drop for a fixed mass flow rate is rather
insensitive to the macroscopic flow direction for low Reynolds
number flows(especially forH/L = 1), while it becomes sensitive

to the flow direction as either the Reynolds number or the degree
of anisotropy H/L) increases.

The macroscopic pressure gradi¢ing., the gradient of the in-
trinsic average pressur@p)f measured along the macroscopic
flow directions) may readily be evaluated using the microscopic
numerical results as

ap)'  cosf [(H-D)2
95 L(H-D) ) _-oye

siné (L=D)i2
— e
H(L=D) 7(L7D)/2(p|y—fH/2 Ply=np)dx

(Plx=—L2—Ply=12)dy

(a) (b)

(13)
Fig. 3 Velocity vector plots (H/L=3/2) (a) @=0deg (b) a The pressure gradient results are assembled in Figs. 4, in terms
=45 deg of the dimensionless pressure gradient against the Reynolds num-

ber. All data show that the dimensionless pressure gradient stays
presented in Figs. 2 and 3 for two different Reynolds numberspnstant for Re<10, as we expected from the velocity vector
namely, Re=1 and 600. When the Reynolds number is comparglots in Figs. 2 and 3. For the case of nonzero macroscopic flow
tively small, the viscous force contribution to the pressure dramngle, the pressure gradient increases drastically ag&es be-
predominates over the inertial contribution. As the Reynolds nuryend 10 in which the porous inertial contribution becomes appre-
ber increases, flow separation takes placexfer45 deg, such that ciable as compared with the visco(B3arcian)contribution.
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Determination of Permeability Tensor ' ' : :

. . 00 4 HI= L _ .
As in the study of Nakayama et 46], Forchheimer extended | = HI=32 K,
Darcy’s law (Forchheimef{16]) may be extended for the case of s HI=2 /
anisotropic porous medium as follows: LY A aaa'aaaa a]
a(p)! -
- §,§> = (uiKs "+ peby [(D))(uj) GRS o] ]
| - 4

where(u){u)=[{i)|2. When the velocityReynolds numbgris 4

low, the equation reduces to Darcy’s law as
~&p)'

- =1 ~ - ,,)/.” L 2 )
7 = (ueK H pebr (D (U= Ky (up) - (15) i oae | K—j_=l7ws a+42|sm 2
For the orthotropic mediéhaving three mutually orthogonal prin- 0 20 40 60 80
cipal axes)such as shown in Fig. 1, the permeability tensor may a [deg]
be modeled following Dullie17] as
Kajlz(lilj)/Kf1+(mimj)/Kf2+(ninj)/Kf3 (16) Fig. 5 Directional permeability
such that Table 2 Coefficients for macroscopic pressure gradient
a(p)' 1 cosa ~ cosp cosy . HIL () K, | I’IX, b, L 6L b5, L
X :'“fo., {uj)= K lit K mi+ K m; |10 T (0.750) 76 76 02 0.2 8.5
1 2 8 17 3/2(0.833) 16 55 0.1 0.6 3.5
a7 7 (08%) 7 ) 0.05 08 16
where
Ii{u; m;{u; ni{u;
cosa= M sB= |J<9 i> , COSYy= % (18)

(W) () () well with the correlation for isotropic media, proposed by Kuwa-
are the directional cosines of the macroscopic velocity vectdrara et al[8] on the basis of numerical experiments, namely,
such that

D2/K;=1201— ¢)% ¢° (23)

+ + =
cos a COSZ’B cos y=1 On the other hand, the comparison between the values based on

Thus, the directional permeability measured along the macnie foregoing correlation and those obtained by averaging the di-

scopic flow directiors is given by rectional permeability over the macroscopic flow angle as
1 cofa cogpB cosy 1 2 (721 1/ 1 1

—- = + + 19 —_—= —_ == — —_

Ki  Kp, K, Ky (19) Ki = fo K o 2 ( Kr, - Kfz) (24)
such that reveals that the presence of the anisotropy in the structure nearly

apY g doubles Darcian flow resistan¢ee., halves the permeabilityor
s T K. |(G)] (20) the fixed porosity and rod size.
fn

or, in dimensionless form, as
ap) L2 L2 Determination of Forchheimer Tensor

s ()] - K (21) When the velocity(Reynolds numberis sufficiently high, the
o N " Forchheimer term describing the form drag predominates over the
Thus, the directional permeabllll'glfn may readily be determined Darcy term such that
by reading the intercept of the ordinate variable in Fig. 4, where a<p>f
—((p)193) (L% usl(0)|) is plotted against Re - = (K T peby [(O)])(ui)=psbs [(OY|(u)) (25

The numerical results of the directional permeability, thus ob- IXi (e fy TP f”|< W)= f”|< Hup) 29)
tained for two sets of rod arrangements, are presented in Fig. 5 as - . 1
a function of the macroscopic flow angle These numerical data UStially, the principal axes of the permeability tenior™ do not

follow closely along the solid curves based on the model(E@), coincide with those of the Forchheimer tenb(p”r. For the ortho-

which, for the two-dimensional case, reduces to tropic media in consideration, however, the teninirjsshould be
1 cofa sirfa symmetric and they must also satisfy the following symmetric
—= + conditions:
Ky Ky Ky 2)
n 1 2
. . _ . abg by dbg
since cogB=sine. It is interesting to note that the effect of the _n =" =" =0 (26)
macroscopic flow angle on the permeability is totally absent for 9| omz OB lsome Y| comn
the case of the arrangemdri{L =1. This is due to the fact that
the flow field at low Reynolds number is very much like that oyvhere
fully-developed channel flow. Naturally, for the caseHfL =1, (u)(uy)
the flow resistances for bothandy directions stay the same so by Ebf__'ﬁ—zf (27)
that the permeability loses its directional variation. The coeffi- noh ()

cients determined by fitting the r12umerical data azlgainst(Ea) is the directional Forchheimer coefficient measured along the
are listed in Table 2. The result”/K; =76 (or D/K; =76/4 macroscopic flow directios. One of the simplest functions that
=19 irrespective ofa) obtained forH/L=1 (¢=0.750) agrees satisfy these conditions may be:
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Fig. 6 Dimensionless plot of pressure gradient for a high Rey-
nolds number range: (a) H/L=1 and (b) H/L=3/2

by, =by,(Iil) +by,(mm)) +by (nin)) +bby, cosa cosB((lim;)
+(1jm;)) +bby, cosp cosy((m;n;) +(m;n;))
+bby, cosy cosa((nilj) +(njl;)) (28)
which results in

by, =by, cos’ a+by, cos B+ by, cos y+2bby, co « cos B

+2bby, cos’ B cos y+2bby_ cos ycos a (29)
such that
‘9<p>f_ Me 12
*?—K—fn|<u)|+ﬁfbfn|<u>| (30)
or, in dimensionless form, as
ap)t L L?
— (P) +bfnL (31)

s pd(0)*  K; Re

T T T T T T

45

A H/I=1 b, L =0.2+17cos’ asin’ a-
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Fig. 7 Directional Forchheimer coefficient

the same figure, the solid curves generated from the model Eq.
(29) are also presented. For this two-dimensional case, the model
equation reduces to
b; =by coS a+by, sin* a+2bb; cos asifa  (32)

where the constants in the model equation must be determined
according to the particular subscale array in consideration. It is
interesting to note that the numerical results for the ca$és
=3/2 and 2 show two consecutive peaks, while the model Eq.
(32) yields only one peakthe first peak). The second peak ap-
pears when the macroscopic flow angle reaches roughly
tan1(H/L). Note that, for the case dfi/L=1, this second peak
coincides with the first one. Unfortunately, the model equation is
incapable of describing the second peak. Thus, we determine the
coefficientsbfl, bfz, and bbf1 by fitting the numerical results
against the curves based on the model B8), such that the total
error diminishes over the entire range<@< /2. The resulting
values for the coefficients are listed in Table 2.

The mean value of Forchheimer coefficient may be obtained by
averaging the directional Forchheimer coefficient over the macro-
scopic flow angle as

2 (2 1 1
be;JO br, =5 (by, +br,) +2bby,  (33)

which yieldsb{L=2.33, 1.23, and 0.83 fa$=0.750, 0.833, and
0.875(i.e., H/L=1, 3/2, and 2), respectively. These values are
quite close to thosé;L=2.51, 1.29, and 0.§%btained numeri-
cally by Nakayama and Kuwahaf®] for isotropic media(See
Fig. 7 in Nakayama and Kuwahaf@]). Thus, unlike the perme-
ability, the mean Forchheimer coefficient for the fixed porosity
and rod size is fairly insensitive to the degree of the anisotropy in
the structure.

Microscopic Temperature Field and Determination of
Interfacial Heat Transfer Coefficient

Typical temperature fields obtained for the fluid with;Pd
passing through different array$/L=1 and 3/2, witha=0 deg

Re-plottingfj the resultsﬁof2 macroscopig pressure gradienF in terA8d 45 deg are presented in Figs. 8 and 9 for two different Rey-
of —(d(p)'/as)(L/ps(0)|?) as shown in Fig. 6 and reading thenolds numbers, namely, Rel and 600.(Note that the corre-

horizontal asymptotes, we can readily determine the directio

r'§ﬁ0nding velocity fields are shown in Figs. 2 andl Bhe iso-

Forchheimer constaii; . Figure 7 shows the numerical results ofherms obtained at low Reynolds numbers exhibit similar patterns,
the directional Forchheimer coefficient obtained for three sets which are typical for the case of pure thermal conduction. For the

rod arrangement as a function of the macroscopic flow angle

750 / Vol. 124, AUGUST 2002

case of high Reynolds number flowat 45 deg, the temperature
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Fig. 10 Effect of Reynolds number on Nusselt number: (a)

H/IL=1 and (b) HIL=3/2

As demonstrated by Kuwahara et fl1], the interfacial heat
transfer coefficient may be obtained by substituting the micro-
scopic temperature results into the following equation:

1 .
= JAimkaT-dA
M= =MD (34)

A is the total interface between the fluid and solid, wiile is
its vector element pointing outward from the fluid side to solid
side.
Re; =600 The resulting values of the interfacial convective heat transfer
(b) coefficienth; are presented in terms of the Nusselt number Nu
=h;L/k; against Rgin Fig. 10. The figure suggests that the lower
Fig. 9 Isotherms (H/L=3/2,Pr;=1): (a) a=0deg and (b) a_md higher Reynolds number data follow two distinct limiting
=45 deg lines for the case of non-zewa The lower Reynolds number data
stay constant for the given array and flow angle, whereas the high
pattern becomes very much complex. A thin thermal boundaReynolds number data vary in proportion toflﬁe
layer covers over the windward surface of the rod, and it getsAnother series of computations changing the Prandtl number,
thicker over the leeward surface, as can be seen from Figs. 8 aadducted following Kuwahara et 4lL1], revealed that the expo-
9, where comparatively uniform temperature fields prevail withinents associated with the Reynolds and Prandtl numbers are the
recirculation regions. same as those Wakao and KagLi8] observed as collecting and
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15 N — . . Table 3 Coefficients for directional Nusselt number

¢, =12 HIL (¢) n ra d;=d,”
1 (0.750) 12 12 0.72
3/2(0.833) 5 11 0.61
2(0.875) 3.2 9.2 0.54
. H/lI=1
e H/I=3/2 de(dflCOS2 a+df2 cod B+df3 cog )03 (38)
= 2 in? =, . . .
] ¢y =3cosatdsima A HI=2 such that the effective velocity which takes account of the three-
e — dimensional yaw effect conforms with the empirical expression
0 15 30 45 60 75 90 used in the hot-wire anemometry
a [deg] Ui | ()| (dy, cos’ a+dg, cos B+dj, cos )™
Fig. 11 Effect of a on the coefficient c; The coefficient di may be determined using the data

Nu,_ /R€"%Pr® in the high Reynolds number range. The resulting

values ofd; are presented in Fig. 12. Unlike the Forchheimer
scrutinizing reliable experimental data on interfacial convectiveoefficientby , the coefficientd; stays roughly constant for al-
heat transfer coefficients in packed beds. The similarity, albeit theost all the macroscopic flow angles, indicatihg=d, for this
difference in the Reynolds number dependence, between the Nysiiection of square rods. However, for the casea ef0 and /2
selt r_luml_aer Ng_ (in Fig. 10)and th_e macroscopic pressure gradl(in which the fluid flows along the principal axis of the struciyre
ent (in Fig. 4) is noteworthy, which prompts us to model thehe coefficientd; drops abruptly to zero. It can be confirmed from

directional Nusselt number as follows Fig. 10 that the Nusselt number for the casenefO remains at
hL the same level as; even for the high Reynolds number range
Nu = ——=c+d; Re %P (35) such thatd;=0. (Note that this is analogous to the case of fully-

developed channel flow. However, in reality, the macroscopic flow
As shown in Fig. 10(a), the results obtained fer=45 deg and direction rarely coincides with the principal axes, since even small
H/L=1 closely follow the experimental correlation obtained bglisturbances at a sufficiently high Reynolds number make the
Zukauskag19] for the heat transfer from the circular tubes irflow deviate from the axi$.This insensitivity of Ny to « in the
staggered banksi.e., Eq. (39) in Zukauskas[19] where Ny high Reynolds number range may be attributed to the thermal
=Nu,_/2 and Rg=Rqg sinceD/L=1/2). dispersion, namely, the enhanced mechanical dispersion due to the
Following the procedure similar to the one adopted for detepresence of obstacles, which makes the temperature field fairly
mining the directional permeability, the coefficient; insensitive to the macroscopic flow angie Thus, for the two-
ENUL|REZPO for each macroscopic flow angle is evaluated andimensional case in consideration, the directional Nusselt number

plotted in Fig. 11, using the low Reynolds number data. The sinfi?@y be given by

larity betweenct (Fig. 11)and L2/Kfn (Fig. 5) is obvious, which Nu =c;. cof a+c;_sir? a+d>3Reopr (39a)
leads us to introduce a functional form as follow: ' : !
or
cr=cy, cos a+cy, coS B+cy, cos y (36) os
. . . . I 1 dr,
Thus, for the two-dimensional case in consideration, it reduces to NUDZE(CH co a+cfzsinz a)+ ZTZR%BPI}UC’, (39b)
ci=Cy, COS a+cy, S a (37)

Naturally, the coefficients in the foregoing model equation depend
The coefficientd;, on the other hand, may be modeled as on that particular geometrical configuration of the subscale struc-
ture. The values obtained using the present modelHtr=1,

3/2, and 2 are listed in Table 3.

0.8 — e 1 v v 11T
__________________ S T L . I S Concluding Remarks
0.7 .- " In this study, we have established a systematic modeling pro-
cedure to describe the macroscopic pressure gradient and interfa-
¢ * . cial heat transfer coefficient needed in the macroscopic transport
0.6+ T S R S & equations for analyzing fluid flow and local thermal non-
S . . el s - . . .
S . equilibrium heat transfer within an anisotropic porous medium.
e i et SEPE U We may utilize the resulting expressions for the macroscopic hy-
054 4 i drodynamic and thermal tensors to conduct macroscopic calcula-
" HIF] tions for fluid flow and non-local thermal equilibrium heat transfer
¢ HI=3/2 through complex manmade structures, using the macroscopic
4 HI=2 equations based on VAT. Nakayama et[@D] have recently pro-
0.4 o 15 30 P 75 % posed such macroscopic energy equations based on Hsu'’s closure
model[21]. In order to apply these macroscopic equations to prac-
a [deg] tical problems, both mechanical dispersion tensor and tortuosity
tensor must be modeled accordingly. Such investigations for an-
Fig. 12 Effect of a on the coefficient d; isotropic porous media are underway.
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Nomenclature

N

A
Aint
bfij’bfn

u,v

X ©

Re

surface area vector
total interface between the fluid and solid

Forchheimer tensor, directional Forchheimer coeffi-

cient

specific heat at constant pressure
coefficients associated with Nusselt number
size of square rod

size of structural unit

interfacial convective heat transfer coefficient

permeability tensor, directional permeability
microscopic velocity components in tixeandy
directions

microscopic temperature

microscopic pressure

thermal conductivity

Reynolds number based dnand the macroscopi-
cally uniform velocity

Reynolds number based @ and the macroscopi-
cally uniform velocity

elementary representative volume

Cartesian coordinates

angles between the macroscopic velocity vector an

principal axes
kinematic viscosity
density

viscosity

porosity

Subscripts and superscripts

f =

S

fluid
solid

Special symbols

O
(O

volume-average
intrinsic average
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Industriels (LEGI/GRETh), Condensation heat transfer in a bundle of horizontal enhanced surface copper tubes
Universite Joseph Fourier, (Gewa G+ tubes) has been experimentally investigated, and a comparison with trapezoi-
Grenoble, France, dal shaped fin tubes with several fin spacing has been made. These tubes have a specific
CEA Grenoble, 17, avenue des martyrs, surface three-dimensional geometry (notched fins) and the fluids used are either pure
38054 Grenoble cedex 9, France refrigerant (HFC134a) or binary mixtures of refrigerants (HFC23/HFC134a). For the
e-mail: andre.bontemps@cea.fr pure fluid and a Gewa € single tube, the results were analyzed with a specifically
. developed model, taking into account both gravity and surface tension effects. For the
C. Marvillet bundle and for a pure fluid, the inundation of the lowest tubes has a strong effect on the
Research Engineer, Gewa Gt tube performances contrary to the finned tubes. For the mixture, the heat
Groupement pour la Recherche sur les transfer coefficient decreases dramatically for the Gewa tQbe.
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CEA Grenoble,
17, avenue des martyrs, Keywords: Bundles, Condensation, Finned Surfaces, Zeotropic Mixture, Horizontal
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Introduction given by a profile curvature depending on the path length at a

ower of —0.5 instead of 2.0 as proposed by Gregorig. More

A large number of specifically designed enhanced surface tu e ;
i ently, Zhu and Hond@dl0] and Honda and Kinil1] have per-
hf'ave been te;ted to find the.best surface geometry for condensiigh o' merical calculations to optimize the fin profiles of two-
either pure fluids or vapor mixtures. These surfaces can be Cla%ﬁﬁ]ensional circumferential fins

fied accordlng to three types: on_e-dlmensmnal suﬁas_esooth There are other numerical approaches to optimize enhanced
tubes),_two-d_lmensmnal su_rfagemth transverse plaln finsand g rfaces. Honda and MakigHi2]in a two dimensional adaptation
three-dimensional surfaceéwith interrupted fins, spines,@t..).  ghowed that by creating a circumferential rib on a fin, the values
T_heoretlcal. models to predlct the .heat transfer cqeffluent Q% the HTC can be 27 to 58 percent higher than the best perform-
single low-finned tubes with trapezoidalr rectangularfins have jng fin profile proposed in the previous studies. Further three-
been well developed since the 1940s, in particular by the pionegimensional adaptations to extended surfaces have been carried
ing work of Beatty and Kat{1]. Their model assumed that con-out. The first systematic investigation was by Webb ef 8] but
densate is drained via gravity only. They neglected surface tensiges not allow a conclusive opinion to be drawn. Honda et al.
forces, which generally have an important role at the fin tip, sin¢e4,15]compared the heat transfer performance of several two-
they are responsible for the draining of condensate from the tipdimensional and three-dimensional fin geometries. Their results
the fin flanks, and because the major part of heat transfer occursi@éwed that the heat transfer performance of the best two-
the fin tip. The surface tension forces also have a non-benefidiinensional and those of the tested three-dimensional tubes are
effect due to condensate retention along the underside of the tubemparable. A specific type of three-dimensional fin was realized
Theoretical models combining both gravity and surface tensitwy Wang et al.[16] by creating radial ridges on the fin flanks.
forces, are used to predict the Heat Transfer Coeffi¢idfiC) of  They found that the heat transfer performance was 30 to 40 per-
a single horizontal tube with sufficient accura@garkhu and cent higher than commercially available three-dimensional fin
Borovkov[2], Webb et al[3], Honda and Noz{4], Adamek and tubes.
Webb [5], Rose[6], Sreepathi et al.7]). The most simple pro- The results obtained for a single tube cannot be extended to a
posed by Rosg6], is a semi-empirical model for a horizontal tubgube bundle and a fin profile optimized for a single tube can be
having trapezoidal fins. An enhancement ratip; is defined as non-optimized for a tube bundle making, these models for a single
the ratio of the heat transfer coefficient for a finned tube to that ftibe inapplicable to tube banks, since the heat transfer in the
a plain tube, based on plain tube area at the fin root diameter fewer rows is affected by condensate inundation and the HTC is
the sameAT (AT=Tg,— T,). To compare his model to experi- lower for these tubes. It has been shown that, in this case, three-
mental results, Rose used various finned tubes with differedifnensional geometries are not favoraléebb and Murawski
pitches, heights and diameters as well as various flgigster, [17], Honda et al[14,15]). In the literature there are several ap-
ethylene glycol, methanol, R113, R11, R1 .). proaches to this problem. 'I_'he simplest consists of multlpl|cat|_on
Since the work of Gregorig[8], many theoretical studies to Of the heat transfer for a single tube by a factor less than unity,
optimize the fin profiles of two-dimensional circumferential findaking into account the row position in the bundle. _
have been carried out. AdaméR] in his theoretical approach N this paper, experiments were carried out to determine the
assumed the condensate to be drained by surface tension fofdé§& during condensation of R134a and a zeotropic mixture of

only and showed that around the fin crest the best heat transfeR&3 and R134a, on horizontal tubes with three-dimensional en-
hanced surfaces. A new type of notched fin tutmled Gewa C+

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF tUbe) has been studied and the resglts have. been compared to
HEAT TRANSFER Manuscript received by the Heat Transfer Division January 2§,h03.e Obtalned for smooth tubes or 'ntegr_al'fm tubes with .traP'
2001; revision received October 30, 2001. Associate Editor: M. K. Jensen. ezoidal fins. This notched tube can be considered as a combination
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coefficients increased with the row number up to the tkindthe
second)row, then decreased monotonically with increasing row
number, finally to increase at the last row.

Experimental Apparatus and Reduction of Data

The experimental apparatus consists of a thermosyphon refrig-
erant loop and a forced circulation cooldmtater) loop (Fig. 2).

The test rig used in this investigation is basically the same as that
used in the previous study by Belghazi et[@4].

In the refrigerant loop the vapor is generated in a boiler heated
with hot water which is itself heated electrically. The vapor flows
towards the test section, passes vertically downwards and con-
denses outside the water cooled tubes. The test sgélign3) is
a stainless steel duct and contains a staggered copper tube bank
consisting of 13 rows, each of @ven rows)or 3 tubes(odd
rows). The cross-hatched tubes are dumnesheat exchange),
while the others are active. Half tubes are attached to the vertical
of the enhanced tube with a circumferential ¢(bonda and Kim walls of the test section in order to eliminate vapor by-pass. A
[11]) with the tube having radial ridges on the fin flaflWang metallic rod with a diameter of 11 mm was inserted in each active
et al.[16]). The notches seen in Fig. 1 can be considered as partalfe in order to increase the water velocity. In this way the heat
a rib and the space between notches as radial ridges. One transfer is enhanced on the coolant side. The horizontal tube pitch
expect that such a fin geometry will be efficient in condensatiaa 24 mm, whereas the vertical pitch is 20 mm. The length of the
heat transfer. tubes is 300 mm. The characteristics of the tested tubes are given

There are few experiments on condensation of HFC134a anTable 1. Since the water flow rate is equally distributed in all
low finned tubes. In the work of Blanc et 18] the HTC on active tubegit is controlled by means of 13 rotameters, one on
trapezoidal fin tubegK26) is compared with another type of each row), it is deduced from the water flow rate in the coolant
finned tube as well as with current theories. Honda ef#0] loop, measured by an electromagnetic flow meter, with an accu-
measured the row-by-row heat transfer coefficients of HFC134acy of +0.5 percent. The vapor velocity is less than 2 m/s and the
condensing on a bundle of tubes having 26 fins/inch and a diamapor temperature inlet was maintained at 40°C. Temperatures
eter at the fin root of 15.8 mm. Their results are slightly lowewere measured by type E thermocoup(€romel-Constantan
than those of Blanc et al., Cheng and Wdi2§], and Agrawal with a precision of+ 0.05°C. The vapor temperature is measured
et al. [21] conducted experiments on condensation of HFC134yy five thermocouple$éT06, TO7, T08, T09, and T2dn the test
using several types of low finned tubes. For a vertical column s&ction. These thermocouples indicate the same temperatures
three tubes with trapezoidal fins no significant inundation effect (§,) during the condensation of HFC134a, in contrast to the
observed 20]. The variation of the HTC in function af T for a condensation of HFC23/HFC134a, where the vapor temperature
single tube was carried out by Agrawal et [#1]. decreases from the inlet to the outlet of the test section. The tem-

Studies covering the condensation of zeotropic mixtures aperatures indicated by the five thermocouples are interpolated in
essentially confined to flat plates and smooth tubes. Hijikata andder to obtain the vapor temperature in the neighborhood of each
Himeno[22] conducted experiments using horizontal finned tubesw.
during condensation of the binary mixtut@0 percent R11340 In this study, commercial tubg¥Vieland-Werke AG are used,
percent R114), and they found that the tube with high @mm) having a wall thickness of about 1 mm. An indirect Wilson plot
is better than the one with small fili8.8 mm). Honda et a[23] method which measures the vapor-side heat transfer coefficient
conducted experiments during condensation of a downwangithout measuring the wall temperature is employed.
flowing zeotropic mixture HFC123/HFC134@bout 9 percent  From the measured water temperatures in the mixing chambers
HFC134a at the test section inleton a 1315 (columns at the inlet and the outlet of each tube and from the measured
Xrows) staggered bundle of horizontal low finned tubes. Theiiapor temperature in the neighborhood of each row, the overall
experimental data show that both the heat and the mass transf@C is calculated as follows:

Fig. 1 Optical microscope view of a notched fin tube (Gewa
C+)

(1) Heated water loop [

Pressure gauge

(2) Refrigerant loop 2)
(3) Coolant fluid loop
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Section AA

Section BB
—A

Fig. 3 Test section

Table 1 Tube dimensions (mm). See nomenclature for defini-
tions. (The uncited dimensions are proprietary. )

Tube Dr De Di P h t
smooth 16.8 16.8 14.2 - - -
K11 16 18.9 14 231 1.45 - 0.38
K19 16 18.9 14 1.34 1.45 033
K26 15.8 18.8 14 0.97 1.5 0.25
K32 16.2 18.8 14 0.82 1.3 0.2
K40 16.3 18.9 14.4 0.635 1.3 0.16
Gewa
17 14
C+
rhcCp,c Tv,j _Tc,j,in
U= Ln 1)
7D Libe Tv,j _Tc,j,out

wherej refers to the row numbec to the cooling watery to the
vapor,in and out to the cooling water input and output respec
tively. The reference area is that outside a bare tithebeing
either the external diameter of a smooth tube or the diameter at
fin root for enhanced tubes.
The vapor-side HTCg¢,, is calculated via the following rela-
1 1 1D,
a; D;

tion:
DrI D, )
U DALY 2)

a; is the inner heat transfer coefficient determined with the Gni
linski correlation(Gnielinski[25]):

Qe

Table 2 B values

Tube Gewa K40 K32 K26 K19 K11
C+
B 1.07 1.19 0.99 0.98 1.08 0.92
Ac
ai:B'NUG'_ (5)
Dy,

where the coefficienB is determined by the Wilson plot proce-
dure (Wilson [26]). To determine th& coefficient a specific loop

was built with a water/water countercurrent double pipe heat ex-
changer. The inner tube is the same as used in the condensation
experiments. To enhance the accuracy ondhealue, the outer
HTC in this specific loop was maintained to a high value. The
uncertaintysB was determined using Moffat's meth§@7]. Table

2 gives theB values for all tubes tested.

The relative uncertainty of the vapor-side HTC is strongly de-
pending on the experimental conditions. For example, for conden-
sation on the first row the uncertainties are less than 20 percent,
17 percent, 21 percent, 17 percent, 14 percent, and 15 percent for
the K11, K19, K26, K32, K40, and Gewa-C respectively. For
the whole bundle, the uncertainties are reported on the figures.
Details of the uncertainty calculations are given in the appendix.

Experimental Results
Pure Fluid (HFC 134a)

Single Tube. Figure 4 shows the evolution of the HTC of the
first row with temperature differenc®T, during condensation of
pure HFC134a on all tubes tested and on a smooth ({Belghazi
et al. [24]). It can be seen that K32 has the best performance
compared to the other trapezoidal fin tubes. A fin spacing of about
0.6 mm is then an optimum in order to have the best heat transfer
coefficient during condensation of HFC134a. The notched fin tube
presents a better HTC than the K32 tube, because notches located
at the middle of the fin height enhance surface tension effects at
the fin tip. The film condensate is thinner and heat transfer per-
formances are better.

To predict the Gewa CHTC a theoretical model based on the
Nusselt approach but taking the surface tension into account, has

R]%en developed.

Tube Bundle. Figure 5 shows the evolution of the heat transfer
coefficient along the bundle. It can be seen that the inundation
effect (impinging of deep rows by condensate flowing from upper
rows) is important for Gewa @ tubes in contrast to trapezoidal
fin tubes(Signe,[28]) where the deterioration of the HTC is not
important. It is also noticed that the higher the vapor mass veloc-

Iy G, the greater the Gewa CHTC deterioration in the tube

(f/2)(Re,— 1000 Pr 30000
Ug= T2 pP_ (3) ‘
1+12.74f/12)"4(Prg°—1) 25000 o HFC 134a lokt1 |
T First ‘ *
wheref is the friction factor determined from the following ex- *ﬂi%# retrow * K19
pression: % 20000 1 @D+++=i+ﬁ A éﬁ:
d o
_ _ -2 o Ao K40
f (1'58 LI’(RE‘C) 3'28) (4) E 15000 1 XX&‘A”%EADDDDD iGEWAC+
Re, is the hydraulic Reynolds given by: E o SoBB i ® Smooth tube
) » 10000 - o o Y eeesa,,
pcVcDp N o D00 0o *
Re,=—— 4-bis o
Q: Mc ( ) 5000 4 Nusselt @
The Gnielinski correlation has been chosen because it has a w 0 ; . :
range of applicability, 2308 Re,<5 1 and 0.5<Pr,<2000. 0 5 10 15 20

Thus, it covers both the transition and the turbulent flow regime

In our case, the Reynolds number was varied between 2,400 and
Fig. 4 Heat transfer coefficient of the first row during conden-

12,000.
The inner HTCq; is expressed as:
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AN
\
N

_O(Tsat-Tw)=6K, G=38 kg{m’.s

12 & (Tsat-Tw)=3K, G=22 kg/m*s / D iffusion la yer
\

Gewa C+ | W(Tsat-Tw)=4K, G=28 kg/m’s
1.1 4 HFC 134a U a (Tsat-Tw)=5K, G=30 kg/mes ;/_\ kﬂ
JhAA %%
gos- NN )9 /

0.7 1 Gewa K Gewa C+
0.6 1 Fig. 7 Flooding of fins by the gaseous diffusion layer
05 $ $
04 T . —— . 16— -
Gewa C+ [#26 kwim=, G=12 kg/m?.
0 2 4 6 8 10 12 14 141 3%HFC 23 2757 kWi, 67 5 kg
row 12 ©10.6 KW/m?, G=5.4 kg/m2.s
Fig. 5 Evolution of the Gewa C + HTC along the bundle during ' %
condensation of HFC 134a e %

%O 8 A . i {:
bundle, in contrast to the integral fin tubes where the deteriorati 06 % % §
of the HTC is more important whe@ decreasefBelghazi,[29]). 0.4 - ¢
Indeed, the Gewa C-has low notched fins and retains condensar , ,, |
formed on the upper rows. Then, even if the vapor mass veloc
increases, the inundation effect controls the heat transfer beca 0 T T . T T .‘

the condensate flow increases also. 1 3 5 7 9 11 13

Mixtures

Fig. 8 Evolution of the ratio  «;/e, as a function of the row
Single Tube. Figure 6 shows the evolution of the HTC duringnymper

condensation of two mixturd8 percent and 6 percent HFO2X3f
HFC23/HFC134a on K19 and GewatCQubes. A deterioration of

the mixture HTC is noted due to the mass transfer induced by t
more volatile componentHFC23) which accumulates in the g%Ch effects have already been observed by Sigaipwho noted

liquid-vapor interface and constitutes a diffusion layer which acfhalt the HTC on a bundle of smooth tubes increases throughout
q th p | ¢ Such det tion has b y | b fie bundle. This effect was explained by the fact that the conden-
E‘Sa ermal resistance. Such deterioration has been also o SELSE formed on upper rows disturbs the diffusion layer, which
y Hijikata and Heming22], who measured the vapor-side HT |ves an amelioration of the heat transfer.
during condensation of R113 and several compositions of the mix:
ture R113/R114. .
Contrary to the case of the pure fluid it can be seen from Fig. g€oretical Model
that the Gewa C+has a HTC comparable to that of the K19 tube. As shown in Fig. 9, the Beatty and Katz modél underesti-
Indeed, as the Gewa Ctube has low fins compared to the othemates the HTC of the Gewa+C tube, because it neglects the
fin tubes, its fins are flooded by the diffusion lay&ig. 7), and surface tension effects which are enhanced by notches located at
performance is poorer. For 6 percent HFC 23 and for IoWs, the fin flanks(Fig. 11). To develop a model predicting the HTC on
where the diffusion layer controls the heat transfer, the K19 amlde Gewa C+tube, the tube circumference is divided into a
Gewa C+HTC values tend to the smooth tube HTC values, sindoded and an unflooded part.
the diffusion layer is very thick and screens the fins. The finned The flooded part located at the bottom of the tube is referred to
tube is seen as a smooth tube. as an area submerged completely by the condensate because of
capillary retention. It is assumed that there is no heat transfer in
Eihis part of the tube. The retention angbe(Fig. 10)is calculated
%?/ the Rudy and Webb equati¢80]:

Tube Bundle. During condensation of mixture outside the
Gewa C+bundle the HTC may increase or decrease from the t
to the bottom of the tube bank, depending on the heaf(ffixk 8).

35000 1—
16000 + .
First 30000 First row ® GewaC+
J irst row S —

14000 »e * K19 (HFC 1342) - - present model Gewa C+ ‘

12000 - v TK19 (3% HFC23) o iggny &KazGewaC+ )| |
—_ *»
< $ PN AK19 (6% HFC23) — Beatty & Katz K32
j‘. 10000 + oo ., A Gewa G+ (3% HFC23)

E. 8000 A | ®Gewa C+ (6% HFC23) ! """
s e X Smooth (3% HFC23) | 2 e
£ 6000 - a ‘ ; 3 T
e O +Smooth (6% HFC23) S0l 0 T TTTTem——e
4000 - %%P & 1
A A fgﬁl A &Aﬁa & | 5000 -
20004 A ‘
0 KK A XK BN KK Ay 0
. . . . i . r . T r r i
0 2 4 6 8 10 12 14
0 5 10 15 20 25 (Toat -Tow) (K)

(Tv,1'Tw) (K)
Fig. 9 Experimental and predicted HTC during condensation
Fig. 6 Evolution of mixture HTC on Gewa C + and K19 tubes of HFC 134a on Gewa C+ and K32 tubes
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=
flooded region

Fig. 10 Retention angle

4o 1) ©)
pigbDe
The unflooded region is divided into four regions: Fig. 11 The shape of the Gewa C + tube. Definitions of param-

] ] eters used
« region |: referred as the upper part of the fin, located above

the notches
« region II: fin area beneath notches
« region llII: fin area located between notches
« region IV: the interfin channel

b= cos’l(

The Gewa C+HTC, calculated with reference to the surface of

tube havingD, as a diameter, is a function of the HTCs of regions

I, I, 1, and IV and is given by:

It is assumed that the condensate is drained by surface tension in

regions | and Ill, and by gravity in regions Il and IV. apAr= (At ayAy+ ayAn) + ayAy (13)
The model is based on the Nusselt expressions for condensatigiiere 7 is the fin efficiency, given by:

on a vertical platéEq. (7)), and on horizontal smooth tubésqg.

(8) - m (14)
m
—094 \oi(pi—p,)9Ah, v 7 )
“plate™ - i(Tsar Tyl (7). with
3 _ 14 20| 2
0724)\|P|(P| p,)gAN, ®) m=|{ (15)
Qrupe— Y- T T —_TD w
H1(Tsa Tw)D

a, being determined by an iterative procedure.

whereL andD are plate length and tube diameter, respectively. "parameters given in EG13) are defined as follows:

For regions | and lll where only surface tension forces drain
condensate, Nusselt's expressi@y. (7)) is modified by replac-
ing p;g, which is a gravity volume force, by an equivalent in A,=2;Kwe1/p (16)
terms of surface tension.

Generally the condensation of a fluid having a liquid-vapor in- [
terface radiugsee Fig. 12which varies along the wall, induces a An=2_—Kwe,/p a7
pressure variation along that interface. An expression for this was

iven by (Gregorig,[7]): ) P
v y (Gregorig.[7] An=2—Kzhlp=2—Kz(e;+e,+e3)/p (18)
dP, d(a/r) 9 7T ™
ds  ds © P
) Ay=2—KaD,b/p (19)
In term of a volume force Eq9) can be written: @
~d(1r) dv 10
i ds ( )

wheredV is a condensate volume control.
For a condensate film surface having two different radéand
rp, as shown in Fig. 12, the curvature derivative can be written as:
d(i/ry 1/1 1
——— (11)

ds h
whereh is the fin height.
This nevertheless represents a strong assumption, which will be

justified a posteriori.
Combining Eq.(10) and(11) gives:

dF, 0'( 1 1) w2
dv. hirp, 1y Fig. 12 Variation of the vapor interface radius
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A,=mD,,

whereK is the number of elemental parts of the fiegion I, I,
Il plus notches. Fig. 1ilon one side of a fin flank arglis the fin
pitch.
Assuming thatFig. 11):
ri=t/2; rps=—>bl4; rp,=—b/2

the acting force in the region | is given by:

in the tube bundle. However, from an industrial point of view, the
usualAT is about 3K, and in this case the inundation effect is not
significant.

» For the mixtures, experimental results show that, due to the
zeotropic character of the mixture test¢dFC23/HFC134p the
HTC deteriorates dramatically. Contrary to the pure fluid case, the
Gewa C+tube gives no enhancement compared to the K19 tube.

» The model developed for a single Gewa Qube, takes into
account surface tension effects, and predicts accurately the present

dF ol1 1 ol2 4 experimental data.
7 =—(— + —) = —(—+ —) (20) » Work is currently in progress to develop a model, based on
dViegon 1 €117t Toa/ €t b the condensation curve method, predicting heat transfer during
Substitutingp,g in Eq. (7) by Eq. (20) leads to: condensation of binary mixtures outside a bundle of Gewa C
{x?m—pymm) ”“( T (2 4))1’4
a=0.94 T Toe, ] &l 5 (21)  Acknowledgment | |
In the same manner in region Il: The authors acknowledge with thanks Wieland-Werk AG for
) their contribution to this work.
dF, a(1+1) 20 1+1 22)
dVigegon m MiTe o2/ h it Db Nomenclature
N(p—p)Ah\ Y420 (1 1)\ ¥4 A = heat exchange surface ared m
o), =0.94 T——T)h 'y ?‘i‘ E (23) A, = surface of a plain tube, m
#(Tsar Tw b = fin spacing, m
In region Il, the condensate is drained by gravity and the HTC is C, = heat capacity, J kgt K*
given by: D, = diameter of the metallic rod, m
3 14 D, = diameter at the fin tip, m
o :0.94{>\.p|(p|—pv)gAh,,) (24) D,, = hydraulic diameter, m
I (Tea Tw)€s D; = inner diameter, m
; ; - P ; . D, = tube diameter at the fin root, m
The HTC in the interfin channel is given using E§) by: e, = distance from fin tip to notch, m
\pi(pi—p,)gAh, | ¥4 e, = distance from notch to fin root, m
@channel™ 0725( W) (25) e; = thickness of a notch, m
P Tsaf™ Tw/r f = friction factor
The condensate formed on fins is collected within the interfin F = force, N
channel, so that the actual HTC corresponding to the region IV is g = gravity, ms?
smaller than the one calculated by E&5) since film condensate G = vapor mass velocity, kg if s~*
is thicker. To take this phenomenon into account another version h = fin height, m
of the Nusselt formula is use(Eq. (26)): K = number of elemental parts on fin's flank
V|2 13 . L = plztellengtr?, m
_ T whe = tube length, m
ay=151Re ()\,?’g) (26) m = mass flow rate, kg
p = fin pitch, m
where P = pressure, Pa
r Q = heat flow rate, W
Ref:4; and I'=T"cpannert I'fin r = curvature radius, m
! b1, Fb2, [y = curvature radii, m
@channel Tsar— Tw) Ay s = curvilinear coordinate, m
I channer Ah ) t = fin thickness, m
v T = temperature, K
(ayA+ oy Ay + aAn) (Tear Tw) U = overall heat transfer coefficient, W ThK 1
Fiin=7 Ah, (28) V = volumetric flow rate, ms™*
. . w = notch width, m
Figure 9 shows thgt the present model predicts very accura_tel_y the z = space between notches, m
Gewa C+HTC, without adjusting any parameter. The deviation
from experimental results is less than 10 percent. Greek
ae = vapor side HTC, W m? K1
Conclusion a; = inner HTC, W m2 K™t
. o . . a, = predicted HTC, W m? K1
The present investigation allows the following concluding re- A'IE = (TeaTa) OF (Tui—Tu), K
marks to be drawn: sat W vk
Ah, = latent heat, J kg
« Experimental data for condensation of HFC134a on five com- I' = condensate lineic mass flow rate, Kgtsn™*
mercially available copper integral fin tubes show an optimum fin & = flooding angle, rad
spacing of about 0.6 mm. A = thermal conductivity, W m* K~*
» The Gewa C-tube (notched tubehas been tested and gives p = dynamic viscosity, Pa s
an enhancement of about 30 percent compared to the best integral v = kinematic viscosity, ms™*
fin tubes(K32). Notches drawn on fin flanks enhance the surface p = density, kg m3
tension effect. During condensation of HFC134a, the higher the o = surface tension, N m'
vapor mass velocity, the greater the Gewa BTC deterioration n = fin efficiency
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Indices Appendix

I, 111, IV = region’s index The single sample uncertainty of external heat transfer coeffi-
¢ = coolant cient, Sa,, is written as:
e = external e T Tom 5
f = film condensate o Sa.= \/(_e 5U) +(_e,5 ) A-1
G = refers to Gnielinski e oy da; °Y (A1)
i = internal where
in = water inlet
j = row index dae _ ! (A-2)
| = liquid U (1 1D, D, D/\]?
out = water outlet U U a D m'— D;
r = at fin root d
t = fin tip an
v = vapor dae 1 A3
W:W?” . . . ) (9ai_ 21 1Dr DFL(DF 2 (_)
= refers to surface tension N —=—s—Lnl=
. _U u ! “i U o Di 2)\W : Di
Dimensionless Numbers .
In the same way:
Nu = Nusselt number .
Pr = Prandtl number .« U= MCp Ln( T Tc"”l) (A-4)
Re = Reynolds number mD, T, Teou
|
b‘U—\/ N on 2+ N ST 2+ v ST 2+ v ST i A-5
=V om, oM a1, o TToam T aToy OTein (A-5)
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Introduction

Enhancement of heat transfer performance can be achieved
mounting turbulence promoters or roughness elements on the
walls of flow passages. Various obstacles are employed to alter {hi
flow patterns, enhance mixing, and/or strengthen the vortical floy.
and, in turn, increase heat exchange between the wall and
fluids. For example, turbulence promoter of pin-fin type is a typ
cal application of mounting protrusion elements on a surface or
a flow passage to improve heat transfer performance. This clas®
heat transfer enhancement techniques has been employed in
riety of practical applications, e.g., compact heat exchangers
internal cooling of gas turbine blades, just to name only a few.
the other hand, in electronic equipment cooling applications, ¢
cuit board with a number of chips mounted on is a most commd
configuration. It is therefore important to understand the mecha!
nism of the surface-mounted obstacles influencing the flow str
ture and its effects on heat transfer performance. Tremend
amount of the related investigations has appeared in literatuf&’

typical ones will be mentioned.
As to the flow over a surface with obstacles mounted, a numbe

ture, e.g., Sparrow et gl1], Goldstein et al[2], Chyu and Nat- el dald '
arajan[3,4], Yoo et al.[5], Natarajan and Chy{6], Meinders characteristics influences the vortex formation and the local mass/
et al.[7,8], etc. The previous results indicated the complex stru
ture of the three-dimensional flow field around a cubic obstacle,
which the horse-shoe vortex, corner vortex and the wake 8

Contributed by the Heat Transfer Division for publication in th®URNAL OF g .
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 19fransfer performance of cubic obstacle. The influences of horse-

2001; revision received July 26, 2001. Associate Editor: C. Amon.
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Experimental Study of
Surface-Mounted Obstacle Effects
on Heat Transfer Enhancement by
Using Transient Liquid Crystal
Thermograph

Effects of surface-mounted obstacles on the local heat transfer enhancement of a base
plate are investigated by using transient liquid crystal thermograph technique. To explore
the geometry effects of short obstacles, the height less than one hydraulic diameter (d),
three cross-sectional shapes of obstacles, i.e., circular, square and diamond, with varia-
tions in number of obstacles, obstacle spacing, and free-stream Reynolds number are
considered. The maximum number of the obstacles in tandem array is 3 and the spacing
between obstacles is 1d, 2d, or 4d. The free-stream Reynolds number ranges from 2100 to
4200. The experimental results reveal that the local heat transfer enhancement in front of
leading circular and square obstacles are better than the diamond one, while the influ-
enced area by the obstacle of the diamond shape is most remarkable. The present results
disclose that an intermediate height (0.5d) of the protruding elements is more beneficial to
the heat transfer enhancement in wake of the obstacle. With the sweepback leading edge
of the top surface, the diamond and circular obstacles produce vortical flow across the
obstacles and thus enhance heat transfer downstream in wake. Increasing Reynolds num-
ber leads to an enhancement in heat transfer performance. The number of and the spacing
between the obstacles in tandem array are also influential factors to the flow structure and
heat transfer enhancement on the basic plafpOl: 10.1115/1.1459729

Keywords: Heat Transfer Enhancement, Transient Liquid Crystal Technique, Surface-
Mounted Obstacles, Horse-Shoe Vortex, Vortex Wake

counter-rotating vortices appear. The fluid over the top of the ob-
sBacIe may generate separation bubble and migrates downstream
Ver the re-circulation zone behind the obstacle. Finally, the flow
attaches the base plate in the wake region. As to the case of two
Ubic obstacles in tandem, the flow structure becomes more com-
Em ated and the geometric arrangement must be one of the sig-
nificantly influential factors. Ishii and Honarf®], Pierce and Tree
E 0], Eckerle and Awafil 1], and Bakef12]studied the formation
Lhorse-shoe vortex and its oscillatory nature. Schofield and Lo-
[13] explored the effects of obstacle geometry and shear flow
the perturbation and recovery regions behind the obstacle.
artinuzzi and Troped14] investigated the effect of the cross-
ptream width-to-height aspect ratio on the flow structure around
He junction of the base plate and the obstacle. For the case of
Iti-obstacle, Igarashi and Takas&kb] studied three obstacles
dg_tandem. It was disclosed that the incident boundary layer thick-
digss is closely related to the laminar-to-turbulent transition. Re-
ntly, Morris and Garimell@16] measured the temperature dis-
Jdyibutions downstream the obstacle, they found the differences in
thermal characteristics of the laminar and turbulent wake flows.
fAs to the transport characteristics on the surfaces with obstacles
Jeounted on, Sparrow et gl1], Goldstein and Karnj17], and
Goldstein et al[18] disclosed that main stream boundary layer

peat transfer rates around the obstacle. Igargkd-21] studied

cal and average heat transfer rates over the rectangular cylinder
various aspect ratios at angles of attack, and he also proposed
Nusselt number correlations. Later on, Yoo et[&ll and Natara-

jan and Chyy6] studied the effects of angle of attack on the mass

shoe and corner vortices on the local surface mass transport rates

Copyright © 2002 by ASME Transactions of the ASME
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around the cubic obstacle was investigated by Chyu and Natarajaohnique of surface temperature measurement to investigate the
[3]. They disclosed that the maximum average transport rate effiects of protruding obstacles on heat transfer enhancement over
the two sidewalls of the cube is attributed to the contribution dhe base plate. In reviewing the previous literature, it is found that
the horse-shoe vortex. the most of the previous studies either focus on the obstacle sur-
Geometric configuration is another one of the influential factofaces or on the base plate heat and mass transfer with effects of
to the development of the flow pattern and the heat/mass trangfee long protrusions, e.gH/d=1 to 12 in the work of Goldstein
rates. Fisher and Eibe¢R2]compared the influences of a circularet al.[18]. The present study emphasizes effects of the short ob-
and tapered circuldteardrop-shapedylinders on the heat trans- stacles of the height less than one hydraulic diam@tgrThree
fer rate of the base plate. They found the tapered one providesrass-sectional shapes of obstacles, i.e., circular, square and dia-
higher local heat transfer enhancement along the centerline dowmnd, with variations in number of obstacles, obstacle spacing,
stream of the obstacle; while the circular cylinder enhances heatd free-stream Reynolds number are considered.
transfer over a larger region than a streamlined obstacle. Based on
their experimental results, Chyu and Natarajdm claimed that . -
the horse-shoe vortex formed upstream and the arch-shaped \?or- Experimental Facility and Model
tex behind the obstacle are generated due to the configuration oThe present test facility consists @f) small wind tunnel,(2)
the base plate and the obstacle. They also compared the reattadh-stream generataid) data acquisition systen) image acqui-
ment lengths downstream the obstacles and listed them in an orsiéion and processing systeii%) liquid crystal, and6) test mod-
of long to short as: diamon¢square prism with 45 deg rotation els. The schematic diagram of the arrangement is shown in Fig. 1.
around its own axis cube, circular cylinder, triangular cone, andThe wind tunnel is of 100 mixxi100 mm test section. The hot
semi-sphere. Recently, by using infrared thermograph, liquid crystream coming from a generator with an outlet of 65 mm diameter
tal, and the surface oil flow visualization techniques, Meindeffows through a 200 mm long expansion section, 150 mm long
et al. [7,8] investigated the vortical flow structure and the locasettling chamber, honeycomb, 50 mm long buffer zone, five layers
heat transfer from an array of wall-mounted cubes. of screens and, finally, enters the test section. The hot stream
Since the flow around surface-mounted obstacles is a pwenerator has both flowrate and temperature modulations. In the
three-dimensional one involving complicated flow physics in theresent work, the exit fluid temperature of the generator was set to
presence of vortex-wall and vortex-vortex interactions. For thize 70°C, while the fluid temperature at the inlet of the test section
class of heat transfer experiments, whole field measurementissabout 63°C.
more appropriate than the conventional thermocouple measureThe test model assembly as shown in Fig. 2 consists of a base
ments of local heat transfer rates. The whole field techniques late and obstacles all made of acrylic material. The base plate is
clude Naphthalene sublimation, infrared thermograph, liquid crysf 250 mmXx100 mmx8 mm (length>widthXthickness) with
tal thermograph, etc. Among these, due to its merits in measurilegding edge sharpened. The obstacles are of circular, square, and
local thermal characteristics, the transient liquid crystal thermdiamond cross-sections and all have hydraulic diameter
graph becomes increasingly important in a variety of heat transfei20 mm. Three heights of the obstacle¥d=1, 0.5, and 0.25,
experiments, e.g., Martinez-Botas et[23], Ekkad and Haf24], are adopted. The origin of the Cartesian coordinates (
Han and Ekkad25], Chyu et al[26], Critoph et al[27], Hwang =streamwisey=transverse=normal) is located on the base
and Cheng28], etc. The present work employs this relatively neyplate and under the center of the bottom surface of the leading
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Fig. 1 Experimental apparatus
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Fig. 2 Obstacle-plate model assembly ; T

obstacle. Three conditions of free stream veloaity=4.0, 3.3,

and 2.0 m/s corresponding to the Reynolds numbers 4260,

3500, and 2100, respectively, are considered. To examine the ef- —

fects of the obstacle spacing, cases of two and three obstacles Power Input

placed in tandem are studied. The liquid crystaype BM/ —

R38C5W/C17-10, Hallcrest Cowas sprayed over the heat trans-

fer surface to form a thin-film of thickness of the order $&m.

For this thin layer of liquid crystal, Ireland and Jong9] has

demonstrated that the time scale for color change is of the order

102 s, which is far shorter than the time scale of the measuring

process. This liquid crystal has a color-changing range of 5°C in

which its color changes in the order of clear, red, green, blue, and -

then back to clear. To provide a better contrast for color intensity, (b)

a layer of black paint is used as background on backside of the

acrylic plate. Fig. 3 Calibration test model: (&) calibration test model plate;
The theoretical background of the data reduction and the &id () heating element.

perimental procedure of the transient liquid crystal technique are

omitted here for saving the space. The interested readers may find

the related information elsewhere, e.g., Ekkad and [241. h,=0.332r3(u.. /vx) 2 3]

{

142mm

i

) ) o and
3 Calibration and Verification

. L . . . . T =(To= T (Te=To) ®3)

The light condition of the environment is very influential to
recording and identification of the liquid crystal color informationwhere T,, T.., and T, ¢ denote initial, free-stream, and liquid
In the present work, the whole test section is covered in a dagkystal sensed temperatures, respectively. Figure 4 shows a com-
room with the specified light source at the specified location. Barison of the present measurements and the laminar flow theory
fore the experiment, an initial calibration with a test plate made &y Butler and Baughri30]. It is observed that the noticeable
copper, as shown in F|g(3), was performed_ The upper surfacéjewatlon appears In the Ieadlng edge region. Flow turbulence in
is coated by the thermochromic liquid crystal; while on the lowegXperiment and the approximations invoked in the pure laminar
surface a film heater, Fig(18), and two thermocouples for moni- flow theory are the possible reasons for the discrepancy. However,
toring the temperature variation were installed. Under the well-
controlled illumination condition, the color intensity correspond-
ing to various temperatures were recorded and used as the 50

T T T T T ] T

reference for the data analysis in the subsequent experiments. A

In an unsteady experiment like the present one, the thermal 40— & Present Study |
boundary condition of the plate is neither uniform wall tempera- A T (Bter ant mavge 1596)
ture nor uniform heat flux. Butler and Baugh80] investigated -~ 301 A

the problem theoretically and, for a flat plate, they proposed an “ﬁ
appropriate local Nusselt number correlation based on the uniform 5 20 —
wall temperature results and a transient modification of the wall =
temperature. By using their result, therefore, the local heat transfer 10 —
coefficient on base plate in the present transient liquid crystal
measurement),., is evaluated by the correction formula, 0 !

0.00 0.05 0.10 0.15 0.2
hye=h, /(T*)+9RE? )
whereh, andT*, respectively, denote the local heat transfer co-

efficient over a flat plate of uniform wall temperature and modirig. 4 Comparison of the present measurements on a flat
fied wall temperature function, viz. plate with the previous theory

x (m)
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the theoretical predictions and measurements become very cledge of the obstacle top surface, similar to that from leading edge
in the region sufficiently downstream, say>0.06 m from the of the swept wings, may generate a pair of vortices, which is
leading edge. This verifies the appropriateness of the present mesatively weaker and is pushed toward centerline by the HS vor-
surements and provides a guideline in installation of the obstaclésx downstream in the near wake region. Along the centerline of
. . the wake, there is a region of relatively high transport rate, which
4 Results and Discussion is a consequence under the effects of combined HS vortex and the
In the following, the heat transfer enhancement results are daove-mentioned vortical flow from the top of the obstacle. The
played in the form of ratio oh/h,, whereh, denotes heat trans- maximum enhancemenii{h,~3) falls into the region around the
fer coefficient of flat plate without obstacle effects. In all of theeattachment point. It is also observed that, due to low pressure of
contours, the heat transfer remarkably enhanced regions witle near wake, a neck of the HS vortex trail appears a little up-
h/h,>1.3 are denoted by various colors as indicated in the figiream the attachment point. As the obstacle height reduced to
ures. The data reduction for the region near the root of the p@-5d, the h/h, contours in Fig. 5(a-bshow a reduction in the
truding elements is rather troublesome, noise to optical signal maghancement ratio and also a shrink in the influenced area. With
emerge especially for low values bfh, . To retain the quality of this shorter obstacle, higher reattachment heat transfer rate due to
the data presentation, the regions of relatively weaker heat trangfestronger impact appears in the wake region. While a too short
enhancement with/h,< 1.3 are displayed in white. obstacle H/d=0.25 in Fig. 5(a-c), only very slightly distorts the
4.1 Ssingle Obstacle. In Fig. 5, (a) circular, (b) square, and main flow. It results in a weaker vortex system and smaller reat-

(c) diamond obstacles of height/d=1, 0.5 and 0.25 in a flow at tachment impact and, in turn, lower heat transfer enhancement.

Re=3500 are employed to examine the influences of obstaa—IEe two spots of slightly enhanced heat transfer are due to reat-

height on the heat transfer enhancement over the base plateffiment of flow with the pair of swept vortices coming from the

Fig. 5(a-a) Here first letter “a” denotes circular shape, and thdOP Surface. For higher obstacles, sayd=0.5 and 1, the two
second letter “a” stands for height/d=1), with an obstacle of Counter-rotating vortices approach t(_)wards each other before reat-
H/d=1 protruding the main stream, the horse-skid8) vortex tachment and the two spots merge into one. _
formed in front of the obstacle-plate junction strongly enhances Figure 5(b)shows the results of flow over a base plate with the
the local heat transfer. The HS vortex sweeps downstream ald¥gsence of a cubiGquarejobstacle. The situation di/d=1 is

the two sides of the obstacle. In these regions, vortical flow m§omewhat similar to that in Fig.(&). The differences from the
tion enhances the heat exchange between the fluids and the tséggllar obstacle are the relatively strong HS vortex effect and the
plate. Therefore, the HS vortex strength can be characterized $yall enhancement effects in the wake region. As the obstacle
the local heat transfer enhancement. Besides the base regiom&ight reduces, it is observed that the horse shoe vortex effect
low heat transfer rate immediately behind the obstacle, considbecomes weak in the head-on stagnation region but concentrates
able heat transfer enhancement appears downstream due toaththe corners. Since there is no swept leading edge of the top
action of the HS vortex. The shear flow roll up over the circulasurface, therefore, no clue of swept vortices and vortical flow
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Fig. 5 Effects of obstacle height and cross-section geometry on base plate heat transfer enhancement at Re =3500: (a)
circular; (b) square; and (c) diamond obstacles.
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- L o Lo i M 40 surface is flat and normal to the on-coming flow.
X The Reynolds number effects are shown in Fig. 6, in which it is
observed that more pronounced heat transfer enhancement can be
Fig. 6 Reynolds number effects on heat transfer enhancement obtained at a higher Reynolds number. Since in flows at higher
of base plate with a circular obstacle of ~ H=d: (a) Re=4200; (b) Re, larger velocity gradient in boundary layer and streamwise
Re=3500; and (c) Re=2100. pressure gradient of on-coming flow result in a stronger HS vortex

in front of the obstacle. The high Reynolds number also leads to a
strong forced convection effect on reattachment process. There-

. . . ore, heat transfer enhancement increases with the increasing Rey-
attachment displayed. For the case of diamond obstacle in Ftl'ﬂ)lds number grey

5(c), without presence of a stagnation region of head-on impinge-

ment, the HS vortex and its enhancement effect are weak. How4.2 Obstacles in Tandem. As the obstacles are arranged in
ever, the influenced area is relatively larger due to larger blockagsmdem, the spacing becomes one of the very important param-
or frontal area. The higher the obstacle is, the larger the wakeers in dealing with flow structure and the associated heat transfer
region of low heat transfer is. Also due to the sweep of the wingherformance. Figure 7 displays the heat transfer enhancement
ward edge of the top surface, the pair of wing-tip-like vorticesontours for two circular obstacle of heigtitwith spacingS/d

from the top surface accompanies the reattachment process dowri-, 2, and 4. The two close obstacles in Fi¢a)ferform as an
stream the obstacle. In a previous paper, Natarajan and [Bjyu equivalent streamlined body and elongate the axial flow path over
mentioned the wing-tip-like vortices over a diamond obstacle, bttie top surface. Comparing with the case of single obstacle, the
they only concentrated their attentions on the effects of the heaattachment process and the heat transfer enhancement become
transfer on the obstacle surfaces not that on the base plate. Fortizglerate. Increasing the spacing td, Zee Fig. 7(b), the flow
case of higher obstaclel/d=1, the vortices from the top surfaceover the leading obstacle impinges on the root region of the sec-
are relatively weaker and are squeezed into one by the HS vorterd one and enhances heat transfer there. Further increase in spac-
see Fig. 5(c-a). As the height is reduced as that in Figsb%and ing, i.e.,S/d=4 in Fig. 7(c), the flow between the obstacles has
5(c-c), the HS vortex becomes weaker. However, due to small sibe chance to redevelop after attachment and forms a new HS
in obstacle height, the pair of wing-tip-like vorticése., vortices vortex around the second obstacle. Due to the superimposed ef-
like that originated from the leading edge of a sweepback/deliects from the trail of the first HS vortex, it is noted that the
wing) from the two swept leading edges of top surface have remhancement in the region of the second HS vortex is larger than
chance to merge into one before they reattach the base plaat of the first one. Although there is no significant effect on the
Therefore, two noticeably enhanced regions appear in the reapstream HS by the changes in spacing, the heat transfer enhance-
tachment region. This sweptback vortex effect can be also alent region in Fig. 7(cjs obviously the largest one in the three
served in Fig. 5(a-cpf short circular obstacles, but it is not thearrangements of different spacing. Effects of the obstacle height
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Fig. 8 Effects of Obstacle height on the heat transfer enhance- _ )
ment of base plate with circular obstacles Fig. 9 Base plate heat transfer enhancement with tandem
array of three obstacles of H/d=1 and S/d=2 at Re=3500

are shown in Fig. 8. Comparing#® and 8(b), it can be inferred 5 Concluding Remarks
that the reattachment point behind the leading obstacle move
forward as the obstacle is shortened. The vortex trails (I 8
show that the attached flow redevelops in front of the seco
obstacle and forms a new HS vortex. The combining effects of t

%y employing the transient liquid crystal thermography tech-

nigue, enhancement of surface heat transfer by short obstacles
/d=<1) has been studied. Besides the measurements of the heat
nsfer over the base plate surface, it is demonstrated that the

; . Melar-surface flow structure can be reasonably inferred from the
ate a relatively better heat transfer enhancement in the root regigfyiq -5 of the local heat transfer coefficients. More physical in-
of the second obstacle. While, as mentioned in the discussion h

. . ts into the mechanisms of heat transfer enhancement can be
single obstacle, the effects reduce dramatically as the obstaTE ided by the present investigation. Based on the present mea-

shortened toH/d=0.25, see Fig. 8(c). In the sense of overall;.ements” and the analysis for the range of parameters: 2100
performance, the case 6f/d=1 in Fig. 8(a)shows the largest <Re=4200, 0.25#/d=<1, and =S/d=<4, the following con-
area of heat transfer enhancement. c(l#sions can be drawn.

Heat transfer characteristics associated with tandem array
three obstacles are shown in Fig. 9. By using the circular obstacled In general, an obstacle protruding flow over a surface may
as a typical example, it is revealed that the heat transfer in front@énerate a horse-shoe vortex structure in front of the windward
the second obstacle in Fig(e is lower than that of the corre- side of the obstacle. For a single obstacle of a fixed height, the
sponding case of two-obstacle array shown in Fi§).7The pres- strength of the horse-shoe vortex in order is squanecular
ence of the third obstacle has a blockage effect on the flow com-diamond. As to the reattachment region behind the obstacles,
ing from the upstream region between the leading and the secdravever, the heat transfer enhancement ratios have the order of
obstacles and thus reduces the heat convection in the region. Adimmond>circular>square. By inspecting the surface heat trans-
the flow around the third obstacle, the relatively high heat transffar contours, it is inferred that the wing-tip-like vortices generated
rate is a consequence of the newly developed HS vortex and thethe flow over top surface of the diamond obstacle have major
complex interaction of the on-coming vortices upstream. For tle@ntribution on the heat transfer enhancement in reattachment re-
corresponding cases of square and diamond obstacles in Higs. gion. The circular obstacles also have this kind of sweepback
and 9(c), both have some similar qualitative nature in these amrtex effect due to its circulafwindward) edge of the top sur-
pects. In Fig. 9(b), however, the heat transfer enhancement in taee.
downstream part of the leading obstacle is different from the other2 The obstacle height is a very influential factor to the horse-
two cases and it is the lowest one among the three obstasloe vortex as well as to the vortical wake behind the obstacle.
shapes. The circular and diamond shapes both have a sweepldek strength of the horse-shoe vortex and the area of the heat
windward surface, which is different from the flat one of tharansfer enhancement both increase with obstacle height. While
square obstacle. As to the influenced region of diamond-shaded the heat transfer performance in the wake region of the single
obstacles is the largest one. obstacle, the heighH/d=0.5 is the most efficient among the
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present three heights considered. Both too high and too short @reek symbols
stacles weaken the impact of reattachment and the local heat = ki P 2
) - . = kinematic viscosity(m-/s
transfer enhancement in the wake region behind the obstacle. v A )
3 For tandem arrays of the two-obstacle and three-obstacle, the
horse-shoe vortex around the leading obstacle is not altered no-
ticgablyt.)lThehheat gan.sLerri]n thﬁ regio? l?]etw%en tvlvo Ol?l_shtactgesﬁi%ferences
EOtlcea ny angfe with the sbapebo .t g 8 stacles. . e etﬁ&] Sparrow, E. M., Stahl, T. J., and Traub, P., 1984, “Heat Transfer Adjacent to
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Forced Convection Heat Transfer
Enhancement Using a
Self-Oscillating Impinging Planar
Jet

Impinging jets are widely used in the local enhancement of heat removed from internal
passages of gas turbine blades. Arrays of stationary jets are usually impinged on surfaces
Frank Herr‘ of internal cooling passages. The current practice is to benefit from the high heat transfer
coefficients existing in the vicinity of the jet impingement region on a target wall. The
present study shows that a self-oscillating impinging-jet configuration is extremely ben-
eficial in enhancing the heat removal performance of a conventional (stationary) imping-
ing jet. In addition to a highly elevated stagnation line Nusselt number, the area coverage
of the impingement zone is significantly enhanced because of the inherent sweeping mo-
tion of the oscillating coolant jet. When an oscillating jet (Ret,000) is impinged on a

plate normal to the jet axigx/d =24 hole to plate distance), a typical enhancement of Nu
number on the stagnation line is about 70 percent. The present paper explains detailed
fluid dynamics structure of the self-oscillating jet by using a triple decomposition tech-
nigue on a crossed hot wire signal. The current heat transfer enhancement levels achieved
suggest that it may be possible to implement the present self-oscillating-impinging-jet
concept in future gas turbine cooling systems, on rotating disks, glass tempering/
guenching, electronic equipment cooling, aircraft de-icing, combustors and heat exchang-
ers. [DOI: 10.1115/1.1471521
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Introduction trolling the specific area needed to be cooled/heated/dried and
The advancement of high performance thermal systems hi h local heat transfer rates on t_he target surface. Review_s of
. : . . lier heat transfer studies on stationary impinging jets are given
stimulated interest in methods to improve heat transfer rates, Martin [1] and Goldstein et a[2]. Gardon and Cobonpya]
pecially on the coola_nt side of hot surfaces. Conside_rable effor; Sscribed the rate of heat transfer. to an impinging jet as propor-
have_ been made to increase heat transf_er rates by implemen 18Hal to the difference between the target plate temperature and
passive enhancement methods that require no direct consump adiabatic wall temperature, which varied from point to point
of external power. The present study d_eals Wit.h a heat ransiel ihe impingement surface. Glardon and Akfiietnoted that the
enh_ancement method u3|_n_g_planar _coo_llng Jets in a self?sustalqg\ga of turbulence in the jet had a significant effect on the rate of
oscillatory flow mOd.e Ut|||2|ng an impinging Jet in oscillatory heat transfer between the target plate and the stationary jet. Heat
mode ha_s great cooling potential for hot section components. Ttﬂ’ﬁnsfer from a flat surface to an oblique impinging jet was studied
method is based on the enhancement of turbulent mixing prQ; Goldstein and Franchei6] and Fosg6]. Most studies have
cesses on the coolant side of hot surfaces by generating additiqfgl,eq jets of the same temperature as the ambient fluid. How-
turbulent mixing via periodic oscillations in the impingement reg, e \yhen the temperature of the jet is different from that of the
gion. The term “oscillation” is used for the periodic flapping m0-,mpient air, entrainment of ambient air into the jet complicates the
tion of the jet in a direction normal to orifice/nozzle axis. Anyaat transfer problem, Goldstein et ] and Goldstein and Seol
obvious advar_ltag_e of using self-sustained_ oscillations_ is that . Stationary impinging jet based cooling arrangements are cur-
power _for oscnlatlon_ls drawn from the existing flow f_|gld. Therently extremely popular in gas turbine cooling engineering and
oscillations can easily be generated by a simple orlflce/nozﬁ%cess engineering.
configuration that has no moving components even in relatively £ idic oscillatory nozzles as simple and effective mixing de-
small coolant passages. The flapping motion of the turbulent plgees have been used by Vie8]. An extension of the fluidic
nar jet spreads the effective thermal transport features over a rglgy|e concept to supersonic flow conditions is described by
tively large impingement area on the target plate. A typical efzaman et al[10]. These are detailed fluid mechanics studies
hancement of Nu number near the stagnation line can be as highyred towards using the unsteady motion to actively control vis-
as 70 percent over stationary jet values. . ) cous flow near surfaces. The current study uses the fluidic oscil-
Stationary impinging jets are widely used to provide high locghting nozzle as a heat transfer augmentation method for general
mass/momentum/heat transfer in a variety of applications inclugaat transfer applications. The self-oscillating impinging jet im-
ing gas turbine cooling, paper drying, helicopter rotor blade dg;oyes thermal transport via periodic flapping motion of the jet.
icing system, glass manufacturing, food processing etc. Impingfre area coverage of the impingement zone is also greatly en-
ment jet systems are popular because of the relative ease of qgfyed by the flapping motion. Details of the analytical flow model
- for the self-oscillating-impinging jet used in this study is given by
Present address: Tenneco Corp., Walker Eng. Center, 3901 Willis Road, Grpserr and Camc[ll]. The analytical model based on a corrected

Lake, Michigan, 49240 P : : : . . :
Contributed by the Heat Transfer Division for publication in tt®UBNAL OF SIm”amy technlque is validated via hot wire measurements using

HEAT TRANSFER Manuscript received by the Heat Transfer Division June 30, 2008 Crossed wire. A decomposition approach wa used to identify
revision received February 15, 2002. Associate Editor: J. G. Georgiadis. the contribution due to the deterministic jet oscillations and
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Fig. 1 A planar jet with self-sustained oscillations

stochastic turbulent fluctuations. The governing equations are de-
rived for oscillating flows with fixed flapping frequency. At a
given time, the oscillatory flow field can be approximately de-
scribed by the solution of a stationary jet flow obtained from a
nozzle/orifice attached to a relative reference frame that is oscil-
lating at a prescribed frequency. The corrected similarity solution
predicts the axial/lateral mean velocity measurements and oscilla-
tion kinetic energy data well, Hefd2].

Oscillation of the planar jet flow enhances transport process
near the target plate because of the existence of additional inertia
forces(oscillation stressand additional thermal fluxgescillation
heat flux). Experiments show that most of the kinetic energy in the
oscillatory jet is contained in the deterministic unsteady part. The
magnitude of the unsteady kinetic energy convection due to the
flapping motion of the jet is about three times of that due to
turbulence. The individual terms of the kinetic energy conserva-
tion equation sampled/evaluated from the measured crossed hot
wire data show that the convection of kinetic energy in oscillatory
flows is stronger than the convection due to turbulent fluctuations.

y
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Fig. 2 Geometrical details of the nozzle and the experimental setup for the

self-oscillating impinging jet experiments
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Fig. 3 Heat transfer surface construction

It is concluded that deterministic unsteadiness enhances transport
process significantly, Herr and Canidi3]. Oscillation increases
convection and diffusion significantly.

Enhancement of impingement heat transfer using a self-
oscillating circular nozzle is described in Page et[a#]. This
acoustic excitation technique is based on the matching of the shear
tone and organ pipe frequency of the pipe’s finite length. The flow
visualization studies revealed free transverse wave oscillations
and enhanced vortex shedding. A collar extension approach results
in enhancements in surface transport phenomena. An oscillation
frequency of 5000 Hz from a self-oscillating nozzle resulted in
measurable heat transfer coefficient enhancement. The nozzle-to-
plate distance varied between diameters. Azevedo ¢1%].used
a mechanical rotating ball valve to generate pulsations in axial
velocity of a circular jet. The axial velocity in time varies between
a peak and a minimum in each period created by valve rotations.
This approach results in degradation in heat transfer coefficients
on the impingement plate. The nozzle to plate distance varies
between 2 to 10 diameters. The authors claim that the type of
pulsations generated in this study adds energy primarily on the
large scale, with little superimposed small scale turbulence. Liu
and Sullivan[16] studied heat transfer from an acoustically ex-
cited circular impinging jet. The investigation is performed with a
nozzle having an exit diameter of 12.7 mm and a nozzle to plate
spacing less than two diameters. A loudspeaker attached to one
side of a rectangular plenum chamber induces organ pipe reso-
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nance in the chamber producing pane-wave excitation at the fég. 5 Axial, lateral mean velocity profiles and Reynolds
exit. The perturbation velocity can be adjusted between 0.05 pgftesses in oscillating jet
cent and 0.18 percent in a frequency range from 600 to 2500 Hz.

100 ,
'Feedback tube length (m)

T T T T T T T

T

Nozzle throat width (mm)

Fig. 4 Effect of nozzle throat width and communicating tube
length on oscillation frequency of the jet, (¢p=20 deg)
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A small nozzle-to-plate spacingess than two diametersthe lo-

cal heat transfer in the wall jet region can be significantly affected
by exciting the impinging jet. The heat transfer near the stagnation
point remains unchanged. The random vortical structures enhance
the local heat transfer. The strong large-scale well-organized vor-
tices formed after the stable pairing induce the unsteady separa-
tion of the wall boundary layer and hence, lead to the local heat
transfer reduction. Mladin and Zumbrunngh7] use a rotating

ball mechanism to generate a planar air jet with pulsations. The
nozzle-to-plate separation distance varies between 0 to 10 nozzle
widths with a pulse amplitude ranging from 0 to 50 percent of the
mean flow velocity. Pulsation frequencies range from 0 to 80 Hz
corresponding to Strouhal numbers below 0.106 based on nozzle
width and jet discharge velocity. Heat transfer enhancements up to
12 percent near the nozzle mid-plane due to surface renewal ef-
fects and up to 80 percent at distances downstream due to in-
creased turbulence levels are measured where both the pulse am-
plitude and Strouhal number are the highest. Pulses of small
amplitude and low frequency induces a quasi-steady behavior at
small separation distances, with no significant effect on the time
averaged heat transfer near the nozzle mid plane. However, at
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Table 1 Estimates of the precision index and bias error values
used for the uncertainty analysis

Precision index Bias Error Uncertainty
Ggen 1.0% 03% 1.0%
Goond 5.5% 59% 81%
Grad 1.6 % 1.9% 2.5%
(T T opar) 2.7% 2.6% 34%

mode that does not require external power to maintain pulsations,
Liu and Sullivan[16], Mladin and Zumbrunneli7]and Azevedo

et al. [15] use loudspeaker and rotating ball valve arrangements
that are powered externally. The current study is different from the
studies summarized in this paragraph for two main reasons. First,
the nozzle-to-impingement plate distance of the current study
(24<x/d<60) is geared towards engineering applications that
can be found in food processing, drying, gas turbine cooling, glass
tempering and aeronautical de-icing systems. The second main
difference is in the character of unsteady jet motion imposed. The
current study benefits from a self-oscillating impinging jet con-
figuration that improves thermal transport via periodic flapping

larger separation distances, increased turbulence associated wigtion of the jet. The area coverage of the flapping fluid motion
the decay of the flow pulse enhanced the time averaged heat trghst is influencing the impingement plate zone is much greater

fer away from the nozzle mid plane by up to 20 percent.

than the coverage of all other studies reviewed in this section.

All of the studies reviewed in the previous paragraph focus dhthough the jets acoustically excitédr mechanically oscillated

the nozzle to plate distances less than 10 jet diamébersidths).

by a rotating ball valveusually develop strong longitudinal os-

Although Page et al.’514] study uses a self-sustained oscillatiorgillations they influence a limited impingement area on the target
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plate location x/d, baseline data set
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plate. The current self-oscillating planar jet in flapping mode has
relatively larger area coverage on the target plate.

The present study focuses on the heat transfer aspects of self-
oscillating impinging jets used in thermal system engineering.
High-resolution heat transfer measurements are presented in a Re
number range between 7500 and 14,000<(24d<60). This
range is sufficiently wide for many current thermal engineering
applications. It is possible to implement the present self-
oscillating-impinging-jet concept in future gas turbine cooling
systems, on rotating disks, in electronic equipment cooling, air-
craft de-icing systems and heat exchanger systems.

Experimental Setup and Procedures

Oscillating Jet Assembly. The operation principle of an os-
cillatory jet is based on the fact that a jet exiting into space be-
tween two sufficiently near walls is bi-stable, i.e., may attach to
either wall. In addition, a small pressure gradient across the jet at
the throat may cause the jet to detach one wall and attach to the
opposite one. A simple fluidic nozzle representation of the oscil-
latory jet used in this study is shown in Fig. 1. The air flows
through a nozzle shaped contraction, past two communication
ports, into an expansion section. The output ports are attached to
each other via a communication loop. Due to the proximity of the
wall at the nozzle throat, the jet is bi-stable and must attach to one
of the walls. Consider the jet to be attached to walDue to large
amount of entrainment into the jet, the pressure at the control port
A’ is relatively low while the pressure at the p&t is relatively
high. Since the ports are attached to each other by a feedback
loop, a compression wave travels from pBftto portA’ tending
to raise the pressure there and push the jet off the wall. Simulta-
neously, an expansion wave originates at p®rtand travels to
port B’, tending to lower the pressure there and pull the jet onto
the wall B. Thus, in a well designed nozzle, the jet will oscillate
between wallA andB at a frequency determined by the length of
the line connecting portd’ and B’ and the line diameter. The
frequency is also a weak function of the stagnation pressure en-
tering the nozzle. The improved mixing characteristics of the os-
cillatory jet are seen in the increased spread angle and in the voids
of stagnant gas that are entrained between the waves of the oscil-
lation, Herr and Camdil1,13]

The flow and heat transfer tests for the current oscillating jet
concept have been performed using precision Aluminum nozzles.
The planar nozzle sections are precision-machined using fine,
spline fitted coordinate points. The nozzle pieces are enclosed in
1.25 cm thick plexiglass sidewalls as shown in Fig. 2. A regulated
laboratory compressed air supply is fed into the nozzle. The jet
emerges from the nozzle havip=5 mm throat width(nozzle
height isW=25 mm) at a typical mean velocity of 25 m/s (Re
=10%. To study the oscillation caused by the mechanism de-
scribed above, the unsteadiness of other means must be minimum.
With two communicating ports closed, the velocity at the throat
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has been kept constant within 1 percent. For steady-flow situati@me sampled at a rate of 10 KHz for 5 seconds. A local averaging
the jet is laminar, having a turbulence intensity of approximatelgchnique is used to detect the fronts of the periodical signals and
0.1 percent at the exit plane. The oscillation frequency of the jet190 periods are ensemble averaged. Details of the current crossed
in the range of 10—-100 Hz. This frequency is controlled by thieot-wire measurement method are presented in Hex}.

stagnation pressure, nozzle throat width, and the length/diamete

of the communicating loop. Other details of the experimental Heat Transfer Measurements on the Target Plate. The tar- .
set-up can be found in Heft.2]. get heat transfer surface, located downstream of the nozzle is

shown in Fig. 2. The target plate to nozzle distance has been
Steady/Unsteady Flow Field Measurements. Instantaneous varied from 24 to 60 nozzle throat widthd” during the experi-

velocity measurements have been taken with a TSI 1249A-TIntents. The impingement plate is made up of 1.25 cm thick clear
miniature 90 deg crossed hot wire probe and a TSI 1210-T1a6rylic. The heat transfer surface is a composite system that in-
general purpose single sensor probe using TSI series 1050 codes a double-sided tape layer, Inconel heater foil, black back-
stant temperature anemometer. The single sensor probe has liegnpaint, a liquid crystal thermo-indicator layer and flush
used to measure the jet exit flow at the nozzle throat plane. Thwunted surface thermocouples. Details of the composite heat
crossed wire probe has been calibrated in a velocity range fraransfer surface are shown in Fig. 3. A low resistivity rectangular
0.5 to 40 m/s using a full velocity-yaw angle calibration schemsteel foil (Inconel-600)has been used as a constant heat flux sur-
(+45 deg). The specific calibration scheme is the one defined face on the target plate. The resistance of the steel foil has been
Lueptow et al[18] and modified by Panchepakesan and Lumlegccurately determined using a Keithley 580 micro-ohmmeter to an
[22]. This stretching coordinate transformation approach improvescertainty of+0.001(). A DC current reversal method removing
the measurement resolution at low velocities. Unsteady flow datawanted offset voltages has been used. This technique lowers
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100 ¢ T : l \ { - , whereq,,, iS convective heat flux ratd,, the wall temperature
90 : . o Ro7.500, x/dt=24. oscilatary | and Tchar the _characteristic temperature. The_NusseIt number for
80 be ol Tm Res7.500, x/d=30, oscilatory |- this problem is based on the nozzle throat width
g 7 j 2T Rec7s00.xd-g0,oxciatery | Nu=hdk. @)
§ &0 RTTL nel-7,sool, X/d éo' os'.:l“am‘y ] In the present study, the reference temperalifg is taken as the
= 50 b : A FA T total temperature of the jeT,,. The uniform wall heat flux value
8 40 Pt Mateg. - R S : : over the rectangular surface was fixed at a constant level for all
2 30 ‘ ‘ SO SO SO OO N tests. The heat flux generated by Joule heating of the steel foil is
P R S OO DO .. | " O ] balanced by convective, conductive and radiative heat flux,
10 - Uger™ 9convt Acondt Arad- (3)
0 0 5 10 15 o 25 30 85 40 45 =0 T_he conduction heat loss from the impingement side to the back
yid side of the plate is assumed to be one-dimensional,
130 | , ] ‘ Qcond™ kplateaT/‘?y: kplate(Tw_TW,back)/H 4)
120 [ mom10.000. /g " i whereT,, is the wall temperature on the heat flux surrabg pack
_l —e— Re=10, , x/d=24, osclllatory ] i i i
:Lg 5 e T * - Re=10,000, x/d=d0, oscilatory | l?]iihki;esrgp;r?ﬁget;f thte bla::k slgje‘of the ttargetlplatel-arxjéhet.
---@-- Re=10,000, x/d=40, oscillatory get plate. During a typical run, conduction
s Q0 R ------ Re=10,000, x/d=50, oscillatory |} losses account for approximately 6—12 percent of the generated
£ :g iy -{ ~*— Re=10.000,x/d=60, oscillatory heat flux. Radiation heat transfer was estimated using the assump-
Z b it tions of black body emissivity and thermal eqwhbnum between
g ol B the jet and sidewalls. The shape chtors were approximated using
2 o . ‘ Lo an enclosure model and considering each surface as black. The
a0 : : HAES b L] radiation heat flux is approximately 3—9 percent of the local gen-
20 fooen- SR SO N BAAS St - erated heat flux.
13 """"""" R I Experimental Uncertainties. The final experiment uncer-
0 5 10 15 20 25 30 35 40 45 SO tainty estimates of the current study are described using the
yid method given by Kline and McClintod0]. The uncertainty lev-
els presented are analogous to 95 percent coverage or 20:1 odds. A
130 ‘ — crossed hot wire sensor has been used to measusend
120 - H y-components of the instantaneous velocity field in which tem-
110 Rt o xid=2%, g::g::igg i perature variation in the flow field is not significant. The Inconel
100 1 Re=14,000, x/d=40, ascillatory ] strip heater used in constant heat flux measurements on the target
5 Op Re=14,000, x/d=50, oscillatory 1 plate has been disconnected from the DC power supply during hot
£ Re=14,000, x/d=80, oscillatory | wire measurements. This approach assures an isothermal flow
2 field that is essential for high quality hot-wire measurements. The
] instantaneous field has then been de-composed into mean, deter-
3 ministic and random parts for further analysis. The sources of
error in hot wire measurement include flow field temperature
variations, thermal inertia of the sensors, probe misalignment,
; ; : ‘ - sampling time errors, constant temperature anemometer noise.
oL * i : i - i i The cut-off frequency used has been selected as 4 kHz with an
0 & 10 15 20 25 30 35 40 45 80 overheat ratio of 1.6. It has been noted from a power spectral

Fig. 8 Self-oscillating-jet Nusselt number distributions on im- density calculation ‘h?‘" energy content of the flow is ex_tremely

pingement plate, influence of Reynolds number and impinge- smalllfor the freqqenues hlghe( than 600 Hz. AQ.5 deg allgnlment

ment plate location x/d error is assumed in the uncertainty analysis. This error contributes
0.1 percent to the total error. The predicted error in instantaneous
velocity measurements is about 1 percent. A detailed account
of the error analysis on hot wire measurements is presented in

random noise in resistance measurements. Wall temperature nré r[12].
surement on the heat transfer has been made by using sever Ihe heat transfer measurements on the constant heat flux sur-

flush-mounted thin-foil thermocouples of K type. Details of th ace are influenced from the errors made in the determination of
heat transfer surface construction area given in Wiedner a| 31” temperatureT,,, total temperaturé’o of the jet (ambient),
Camci[19] and Herr[12]. Flush mounted thermocouples hav eat flux measurement, throat width measurement and absolute

been inlaid in several spanwise locations along the impingemdfif©" In thermal conductivitk of air. Our experiments by varying
plate and the junctionsphave been located atgmid-poigt, gFig. e black paint and liquid crystal layer thickness showed that the

s - vall temperature errob(Ty,— Teha)/(Tw— Teha) IS less than 3.4
Herr [12]. The impingement plate shown in Fig. 2 has been trék rcent. This error is already included in the final uncertainty

versed in the/-direction. The ambient side temperature of the heBFlue of Nusselt number 6.3 percent approximatelv. Estimates of
transfer surface has also been monitored continuously for cond & > P pp Y-

tion heat loss calculations. The losses from the impingement si § precision index and bias error values for the main measured

to the ambient side have been considered in the calculation of H‘Léantities in the uncertainty analysis are given in Table 1. Further

convective heat transfer coefficient. A variable current DC pow&Ftails of the uncertainty analysis are presented in Heft.
supply has been used to heat the constant heat flux surface. The jet ) ]
and the ambient air in the laboratory are at the same temperatrgperimental Results and Discussion

The convective heat transfer coefficient is defined as, . . . L
Jet Half Width and Effective Mixing. A useful indication of

effective mixing in a jet is the variation of the jet half width in
h=dconv/(Tw= Teha) (1)  axial direction. The definition of the half width at any streamwise
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Fig. 9 Impingement plate heat transfer distribution from oscillating jet, Nu /Re™%%0 distribution for all Reynolds

numbers in function of y/d

position is the distance between the jet centerline and the poperformed ax=180 mm also show that larger throat widths at a
where the local velocity is equal to half of the centerline velocitfixed communication line length induce higher oscillation fre-
Current experiments clearly show that the introduction of the oguencies. Similar trends have been observedy/at=0, y/x
cillatory motion dramatically increases the jet half width.&td  =0.05, andy/x=0.3. Increasingl from 1 mm to 5 mm provides
=60, (Re=10,000), the half width from a stationary jet is about & five-fold frequency increase from 15 to 75 Hz. Increasing the
times the nozzle throat widith However, when the same jet is putlength of the communication line slightly reduces the oscillation
into a self-oscillatory motion, the half width increases to 13 timefsequency. For the case of increased throat width, the amount of
the throat width, Herf12]. This observation is closely related tofluid entraining into the throat area increases. Thus the ambient air
the fact that a cooling jet in a flapping motion covers a mucénters the feedback tube sooner than the case which has a smaller
wider impingement area when compared to a stationary jet. Bhwoat width. If the width is too large, the pressure gradient across
hanced turbulent transport with effective mixing is spread overthe jet is not strong enough to move the jet and the jet would
much larger impingement zone on the target surface via the usenot bend to either wall, so that no oscillation will occur. Increas-
an oscillating jet. ing plenum chamber stagnation pressure and shorter communica-

. e . tion lines has a tendency to increase the frequency of oscillations,
Frequency of Self-Sustained Jet Oscillations. The oscilla- Herr [12] y q y

tion frequency of the jet is determined by taking the fast Fourier

transform of instantaneous hot wire data from the exit of the Axial and Lateral Mean Velocity Components. Mean ve-
nozzle at,n=y/x=0. Figure 4 shows the variation of oscillationlocity components have been measured by time averaging the in-
frequency with respect to nozzle throat widtlior constant stag- stantaneous hot wire signal at varioys-y/x locations atx/d
nation pressure in the plenum chamhér=20 deg). Experiments =60 for f =75 Hz. It should be noted that the data discussed from
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Fig. 10 Comparison of oscillating jet and stationary jet heat transfer distributions on the impingement
plate, Re=7500

this point on include only the results for the nozzle that has tarbulent jet solution fotJ andV (based on a conventional simi-
throat width ofd=5 mm and a nozzle half angle @=20 deg. larity method)is represented by tiny dots in Fig. 5.

The measured axial mean velocitWY{U,,) distribution of the
oscillatory jet is relatively fuller than that of the stationary jet a
shown in Fig. 5. This is expected because oscillation increases . g .
spreading rate of the jet. The lateral mean velocityy,,) distri- a\e/g?;nz(ojsegz;gttﬁ Sre@e))paéféewaseagvsgd gjeég(tﬂﬁﬁwi?\igm:eos-
bution of the oscillating jet is enhanced wher 9/x<0.14, (» . 'g q* " yRi.9), . g .

—x/d=60). The flapping motion of the jet issued from the fluidicillations (U, 6") and stochastic turbulent fluctuations; (6),
nozzle p_rovi(_jes incr_eased transport of mean kinetic energy in the T=U;+u*+u,

lateral direction. This feature is directly related to the observed ~ ' ®)
enhancements in jet half width leading to increased transport in =0+ 6*+6

the lateral direction, Herf12]. The thick solid lines in Fig. 5 . - .

represents the predictions fromhe corrected similarity methgd N @n oscillatory flow, the continuity equation can be decomposed
developed by Herr and Cam¢ill]. “The corrected similarity as,

method” is an analytical extension of the stationary turbulent jet aU;  ou,  du;

solution with special emphasis paid to deterministic oscillations of —+ Fv 0 (6)

the jet. Figure 5 shows that “the corrected similarity method :

based prediction of mean velocities is in very good agreemdrinally, the time averaged momentum equation for a flow with
with hot wire measurements where<Q/x<0.275. The stationary self-sustained oscillations is as follows,

Additional Stresses and Heat Fluxes Due to Deterministic
%cillations. The instantaneous velocity and temperature can be

—+
X X
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Fig. 11 Comparison of oscillating jet and stationary jet heat transfer distributions on the impingement plate,
Re=10,000

a(U;U;) 1P 9 N —— — aged thermal energy equation, Eq. 8, Herr and Cdig]. The
ok *KJr |V ax — Ui Uj Fuju; (7) three terms on the right hand side of the energy equation are
) P % ! / conduction heat fluxy(d6/9x;) due to molecular conductivity,

aue) 9| 90 — — Hati ok ok ; : :
(Y _ 7( y— U,-* o +uj¢9) ®) oscillation heat flux uj o due to flapping mothn of the jet and
2 IXj\ 79X turbulent heat flux—u;# due to random fluctuations of the flow

Equation 7 clearly shows that in addition to shear stress dueftgld. Figure 5 also shows a comparison ZOf. the time averaged and
molecular viscosity, there are two additional apparent stress@ssemble averaged turbulent stréas)/Uy, in function of » at
x/d=60, f=80 Hz. Reynolds stresses due to turbulent fluctua-

s u*u* —UiU;
termed as- U7 uj and Uid; ._The apparent stress terms are 9€ions reach a peak aroung=0.10 and diminish near the center-
erated by the nonlinear inertia terfmonvective acceleratigrihat line and near the outer edge of the jet where 0.30

is the left hand side of the instantaneous momentum equation.

Additional inertia force due to random oscillations of the turbulent Heat Transfer From Stationary Impinging Jet. Stationary
field is usually termed as Reynolds stresaju;. The term jet related Nusselt number distributions on the impingement plate
. x N S ... are given in Fig. 6 as baseline distributions. Experiments at three
—ujuj is due to the inertia force originating from deterministic

variations of the oscillating jet flow. This extra stress term idlﬁerent Reynolds number7500, 10,000, and 14,0p@re pre-

Sented for various impingement plates to nozzle distance values
named as oscillation stressuj* uj* throughout this study. Similar (x/d=24,30,40,50, and 60A strong influence of plate to nozzle
to the development leading to Eq. 7, one can obtain a time avelistance on stagnation point heat transfer is shown in Fig. 6. Nus
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Fig. 12 Comparison of oscillating jet and stationary jet heat transfer distributions on the impingement plate,
Re=14,000

selt number at the stagnation point increases from 30 to 55 whgmresent conditions. For the stationary impinging jet, the most rep-
x/d is reduced from 60 to 24 at Rer500. This trend repeats itself resentative value fon has been found to be=0.56, whenm is
for Re=10,000 and 14,000. The Nusselt number dependdan unity. At a fixed impingement plate to nozzle distance, all three
in the near impingement region<0y/d< 20, while in the wall jet heat transfer distributions for different Re values will collapse into
region, the heat transfer is almost independent/df for all Re a unique curve, if the results are plotted Nu/Re versusy/d.
numbers. At the minimunx/d value of 24, the jet is predicted to Figure 7 clearly demonstrates this feature for 5 diffepeiot val-
be fully turbulent for all Reynolds numbers. In other words, podes §&/d=24,30,40,50,60).
tential core does not exist at thigd. The heat transfer informa-
tion given in Fig. 6 provide the reference stationary heat transferHeat Transfer Enhancement From Self-Oscillating
distributions when oscillating jet results are compared to statiolmpinging Jet. The stationary jet flow can be converted into an
ary jet. In general the local heat transfer on the impingement platgcillating jet flow by opening the communication lines at points
is a function ofx/d, y/d, Re, and Pr. This functional dependencyA’ and B’ which are sealed for stationary jet experiments. The
can be represented by a power law in the form, communication line diameter &’ and B’ is 6 mm. The half

NU=~ R&'Pf™ ©) angle for t_h_e nqzzlt_e exit section is kep_t constart-a20 deg. The

' flow conditions inside the nozzle are identical within quoted un-

The exact form of Eq. 9 varies from study to study depending arertainty values for both stationary and oscillating jets, for com-
the heat transfer configuration, flow and thermal boundary congliarison purposes.
tions, local turbulence production and unsteadiness in the flow.Figure 8 shows Nusselt number distributions over the impinge-
The molecular Prandtl number can be taken constant for air unaeent plate in function ofy/d at different Re and impingement

Journal of Heat Transfer AUGUST 2002, Vol. 124 / 779

Downloaded 06 Dec 2010 to 129.252.86.83. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



plate to nozzle distancex(d) values. When compared to the sta- 130 ) : 5
tionary jet values as presented in Fig. 6, the oscillatory jet heat 1) S— PP [P
transfer results are significantly enhanced as shown in Fig. 8. 10 L e 2e=7,son. steady |

Another observation is the relatively flat distributions of Nus- Lo - H:: 3333 :}3:3; P
selt number around the stagnation line of the impingement plate [ - ;
compared to the stationary jet distributions. The well known high
heat transfer effectiveness of the stagnation region is now spread:
over a relatively larger area round the stagnation point via orga-
nized flapping motion of the jet, Fig. &{d=40,50,60).

When shorter plate to nozzle distancasd=24,30) are exam-
ined, one can observe that the maximum heat transfer does not
occur at the exact center lingd= 0. Off-center peaks are visible

Nusselt Number

in Fig. 9 forx/d= 24 and 30. The stagnation line Nusselt numbers 30 S B
are slightly lower than the peak values. The heat transfer enhance- 20 25 30 35 40 45 S0 55 60 65 70 75 80
ment around the centerline point is spread over a much wider area x/d

by double peas presented in Fig. 8, especially at shorter plate to
nozzle distancesx(d=24 and 30). This observation is consistent

with the fact that the oscillating flow now sweeps through a larger 120 -
interaction are on the impingement plate with enhanced thermal 110
transport features due to imposed deterministic unsteady motion. 100

Current experiments suggest that the impingement plate posi-
tions wherex/d<<40 are the most effective heat transfer enhance-
ment cases when the oscillating jet is impinged on a flat surface.
Removing the Reynolds number dependency from the oscillating
jet heat transfer results can be achieved by introducing the same
type of functional dependency as presented in Eq. 9. For the os-
cillating jet, the most representative value fohas been found to
ben=0.50 whenmis taken as 1. At a fixed impingement plate to Co N N A
nozzle distance, all three heat transfer distributions for three dif- 3020 25 30 35 40 45 50 55 60 65 70 75 80
ferent Re values again collapse into a unique curve (NUR&n «/d
function ofy/d). Figure 9 presents this feature for 5 differeid
values /d=24,30,40,50,60).

Figures 10, 11, and 12 show significant heat transfer improve-
ment when a stationary jet is converted into an oscillating jet at
fixed Reynolds number and impingement plate to nozzle distance.
for Re=7500 and/d= 24, the stagnation line local Nusselt num-
ber for oscillatory impinging jet is 30 percent higher than that of
the stationary jet. When Reynolds number is increased to 14,000
the enhancement from oscillations is about 71 percent higher
compared to stationary impinging jet, »xatd=24. The heat trans-
fer enhancement almost diminishes in the outer region of the im- 1
pingement plate wheng/d> 25 for all Re numbers and impinge- 20 fr-ee e n b T g 1
ment plate to nozzle distance values. In general, the enhancement:, L ‘ : =
become more pronounced as the Reynolds number is gradually
increased from 7500 to 14,000.

130

Re=7,500, oscillatory
Re=10,000, oscillatory
- Re=14,000, oscillatory

Nusselt Number

100

- —e— Re=7500 | |

80 [rooreerme et = Re=10000 |
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60 —.~ oscillatory jet heat transfer enhancements
1: reference level is the stationary jet level
40 f-emeeeee R RS -

nation Line Nusselt Number Enhancement (%)

@ 0
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n
o
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x/d
Comparison of Heat Transfer Enhancements at the

Stagnation Line. Local Nusselt numbers g/d=0 for both the Fig. 13 Stagnation line heat transfer at various nozzle to im-
stationary jet and the oscillating jet are given in Figs(aland pingement plate distances, without and with jet oscillations

13(b). For the stationary jet, atd= 30, the stagnation point Nus-

selt number is about 20 percent less than the case/fbr 24

regardless of the Re number of the jet. For larger spacing, whérem oscillations is about 30 percent. After this point, the en-
x/d>40 (40,50,60), dependence of Nusselt numberxéth be- hancements become stronger for smaller plate to nozzle distances.
comes weaker as shown in Fig.(&B At large nozzle to impinge- At x/d= 24, there is about 70 percent heat transfer augmentation
ment plate distances, flow near the stagnation point is influenced the stagnation line for Rel4,000.

from ambient air entrainment at a more significant rate comparedThe oscillation driven enhancements discussed in this para-
to shortx/d cases. All of the current heat transfer measuremergsaph may be explained by using time averaged momentum and
show that Nusselt number levels at the stagnation point are drésermal energy equations as discussed in previous paragraphs.
tically increased, when the stationary jet is switched into its oscNWhen unsteady deterministic fluid motion governs the heat trans-
lating mode, Fig. 1®). The enhancement rate has a slight Rfer process, the additional inertia forc@sscillation stressegdue
number dependency. However/d dependency at a given Reto the existence of the periodideterministic)flow play a signifi-
number is much stronger. Wheud<40, oscillation induced en- cant role in the conservation of linear momentum, Eq. 7. The
hancements are all greater than 30 percent in reference to thermal energy transfer is also influenced because of the existence
stationary jet Nusselt number values. Figurécl3ummarizes the of the oscillations. For the case of heat transfer, oscillation heat
relative heat transfer enhancement values in reference to the §liax terms become as significant as conventional turbulent heat
tionary jet for all Re numbers ang/d values. The minimum flux terms in the energy conservation statement, Eq. 8, H&Y}.
enhancement from oscillations has been measured as appri¥henx/d is small, the oscillation heat fluxes and stresses domi-
mately 18 percent at/d=60. However, if one reduces the platenate the enhancement process, since the large amount of ambient
to nozzle distance, significant Nusselt number enhancement vail- entrainment does not affect the thermal energy transfer pro-
ues are encountered. For examplexéd=40 the enhancement cess. Wherx/d is large, the ambient air entrainment overweighs
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the oscillation heat fluxes. Thus the enhancement caused by jet q=
oscillations become almost Re number independent. g =
) Re =

Conclusions
It is possible to convert a stationary impinging cooling jet into 'It' B

a self-oscillating-impinging jet by adding two communication
ports at the throat section. The unsteady travel of compression an¥y VW
expansion waves in the communication loop can easily put a sta- U:v,W
tionary planar jet into a flapping mode for more effective thermal
transport enhancement. ur, ot wh =
Oscillation frequencies ranging from 20 Hz to 100 Hz are pos- *<UU_> =
sible by adjusting the proper length and diameter of the commu- —Uv =
nication line and the stagnation pressure in the nozzle plenum X,¥,Z2 =

chamber. x/d =
A triple-decomposition technique applied to the instantaneous X =
velocity field and temperature field clearly indicates the contribu- y =

tions of additional fluid stresse®scillation stressand thermal Greek letters

energy transfer due to oscillatory motigascillation heat flux).
The flapping motion of the jet clearly improves thermal transport
near the impingement plate via the imposed deterministic/periodic
motion.

Oscillation of the jet increases convection and diffusion signifi-
cantly, however the kinetic energy production is only slightly
modified. Previous studies performed by the authors show that
most of the kinetic energy is contained in the deterministic part. 7

For the case of oscillating-impinging-jet, the area containing * ~
the enhanced heat transfer zone on the impingement plate is en- ¥ ~
larged effectively when compared to the stationary jet.

Oscillating jet heat transfer results are compared against s&ubscripts
tionary jet results at three different Reynolds number leyV&©0,

QS:
0 =
0

v =

char =

= turbulent kinetic energy using, v, w

oscillation kinetic energy using*, v*, w*

= Reynolds number, ReUd/v, based on bulk ve-

locity of the jet at the throat section

time

temperature

mean velocity components

velocity fluctuations due to stochastic fluctuations
(turbulence)

deterministic(periodic) velocity component
ensemble averaged Reynolds stressu;u;)

time averaged Reynolds stressy;u;

Cartesian coordinates

impingement plate to nozzle distangermalized)
axial direction for the jet

lateral direction for the jet

nozzle half angle at the divergent exit section

time averaged local temperature in the flow field

= temperature fluctuations due to stochastic fluctuations
(turbulence)

7 = deterministic(periodic) temperature

thermal diffusivity

= similarity variable,n=y/x

= absolute viscosity

kinematic viscosityv= u/p

= density

characteristic

10,000, 14,000)at various nozzle to plate distances/d _ i
=24,30,40,50,60). Significant heat transfer coefficient enhance(-:ond _ ggzsggtil(())r?
ments ranging from 20 percent to 70 percent over the stationarygen — generated

jet values exist because of the oscillation motion of the impinging
jet.
When the jet is put into the oscillating mode, the Reynolds c(nj

m =

centerline quantityfaty=0)
= total condition

number dependency of oscillating jet heat transfer distribution can t i {S?t;ﬁigt quantity
be removed by plotting Nu/R&°° againsty/d for a prescribed w = wall

x/d value. The data show that at a fixed nozzle to plate distangg,,ck =
x/d, all three heat transfer distributions for individual Re number’ ]
values collapse into a unique curve. Superscripts

The current heat transfer enhancement achieved suggest that it * =
is possible to implement the present self-oscillating-impinging-jet mn =
concept in future turbine blade internal cooling systems, on rotat- ~ =
ing disks, in electronic cooling, aircraft/helicopter de-icing sys-

back side of the wall

deterministic(periodic) quantity
correlation constants
instantaneous quantity

tems and heat exchanger systems.
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Structure and Dynamics
of Laminar Jet Micro-Slot
John Baker Dl"“Slon FlameS

e-mail: jbaker@me.ua.edu

Mark E. Calvert Results of an expe.rimental investigation into the behavior of laminar jet diffusipp flames,

- aAllo produced using micro-slot burner ports, are presented. Under certain conditions, the

Department of Mechanical Engineering, cross-sectional shape of micro-slot flames is qualitatively similar to the cross-sectional
University of Alabama, shape of circular burner port flames produced in an environment where molecular diffu-

Tuscaloosa, AL 35487-0276 sion is the primary transport mechanism. An order of magnitude analysis reveals that,
David W. M h over the range of experimen_tal conditions e_xam_ined_, the behavior of the exp_erimentally

avi T ':"pl y observed micro-slot flames is not necessarily diffusion-controlled. A comparison of the
Department of Mechanical Engineering, experimental data with an accepted theoretical model shows that current theoretical mod-
University of Alabama at Birmingham, els do not accurately predict the experimentally observed flame heights. A theoretical
Birmingham, AL 35294-4461 expression for purely diffusion-controlled micro-slot flame height is developed and

compared with experimental micro-slot flame data. The region where this theoretical
expression is valid is identified through an examination of the diffusion to buoyancy
parameter. A qualitative discussion of micro-slot flame structure is also presented.
[DOI: 10.1115/1.1482083

Keywords: Combustion, Flame, Gaseous, Heat Transfer, Scaling

1 Introduction acteristic length to a small enough value, the flame should behave

in.a manner relatively unaffected by buoyancy. This type of be-

It has long been recognized that buoyancy induced flow is OH&vior has been experimentally observed using laminar jet diffu-

of the principal factors influencing the behavior of diffusio }on flames produced with circular burner ports having inner di-

flames in a terrestrial environment. Unfortunately, the impact Qmeters of less than 1 mF4]. In Ban et al[4], the importance of
buoyancy_ is SO pervasive that it is difficult/impo;sible to eXperIé\ccounting for axial diffusidn in the momerlltum equations when
mentally isolate buoyancy from other combustion related phgeqcrining the behavior of diffusion microflames was investigated.
nomena in a terrestrial environment. Numerous investigators h¥g .|| that axial diffusion of momentum has typically been ne-
examined the impact of buoyancy on diffusion flame behavior Qfig e in classical descriptions of jet diffusion flanig Using
have attempted to develop techniques for minimizing/isolating t similarity analysis, a theoretical model was developed for lami-
impact of buoyancy. Davis et dl1] proposed varying the ambient . axisymmetric jet diffusion microflames. While the introduc-
pressure, while maintaining the same fuel and oxidizer mass flgyn, of axial diffusion into the theoretical model did not signifi-
rates, to vary the impact of buoyancy. Reasoning that the eﬁectlggnﬂy affect the predicted flame height, it did dramatically
gravitational acceleration is proportional to the square of the Pr&&prove the ability of the model to predict flame shape. Note that
sure, it was hypothesized that by reducing the ambient pressyf theoretical microflame model did not include a buoyancy
one would be able to reduce buoyancy forces. A reduction {gce term.
ambient pressure did produce shorter, broader flames but it wasneoretical descriptions of diffusion flames, such as the classi-
later shown in Dietrich et a[2] that these flames are not dynami-4| Burke-Shumann solutidis], have been successful in describ-
cally similar to flames in a reduced-buoyancy environment. Usingg diffusion flame behavior despite the assumption of negligible
a scaling analysis based on flame height and reduced gravity g§pyancy. The success of these theoretical models has been ex-
perimental data, Dietrich et 2] proved that reducing the ambi- pjained by the fact that such models are compared with experi-
ent pressure does not significantly remove buoyant convection.(jantal data produced using circular burner ports. Buoyancy
the same paper, it was also indirectly shown that a diffusion flamgrces associated with a flame accelerate the fluid in the axial
could exist in an environment where molecular diffusion is thgirection and, as a result, increase the concentration gradients in
only transport mechanism. _ _the radial direction. The increase molecular diffusion in the radial
Since the forces associated with buoyancy are proportional dgtection acts to decrease the velocity in the axial direction. For a
the acceleration due to gravity, conducting experiments in a fgircular burner port, these two phenomena cancel out. This is not
duced, or micro-, gravity environment is an effective way ofhe case for flames produced using slot burners as was shown in
reducing/eliminating the impact of buoyancy forces. Currently th@e seminal work of Ropdf7]. For slot flames, Roper identified
expense of conducting experiments in a microgravity environmefiree regimes: the buoyancy-controlled, the transition, and the
limits access to such an environment. Even in a microgravity efromentum-controlled regimes. In the buoyancy-controlled re-
vironment, rapid small-scale variations in acceleration, i.egime, the flame height of a slot flame was found to be propor-
g-jitter, are known to affect combustion behavior. The impact Qfonal to the buoyant acceleration raised to the 1/3 power. As one
g-jitter on combustion related phenomena is still an area of actiwsight expect, in the momentum-controlled regime buoyancy was

researcH3]. found to have a negligible impact on the flame height. The Froude
Buoyancy forces are proportional to the cube of a characterisfiamber, defined a&/]
length. Therefore if one were to decrease a diffusion flame’s char- >
Fr= (QFIYF,stoic/bh) (l)

Contributed by the Heat Transfer Division for publication in th®URNAL OF alg
HEAT TRANSFER Manuscript received by the Heat Transfer Division February 20yyas used to determine whether a flame was buoyancy-controlled
2001; revision received March 19, 2002. Associate Editor: J. P. Gore. (Fr<1) transitional (Frﬂ) or momentum-controlled (§fl)
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Note that this definition of the Froude number is based upon te Purely Diffusion-Controlled Flames
flame height and not the burner port diameter. In @g, the mean

buoyant acceleration &1 For slot burner ports, Rop¢r] showed that

Ly *QET?
a=0.6q(T¢/T..)—1] (2) , U dz="F5 77 (8)
and| is the ratio of the aqtual in[tial momentum to f[hat for Uni'Roper used Eq(8) to develop theoretical expressions for flame
form flow (for parabolic exit velocity =1.5 and for uniform flow height in both the buoyancy-controlled and momentum-controlled
I =1.0). For momentum-controlled slot flames, the Roper’s the@egimes. This was accomplished by defining different functions

retical expressiofi7] and experimental correlatidi8] are respec- for the axial component of velocity in the two regimes. In this

tively given as investigation, the axial component of velocity in a purely
diffusion-controlled flame has been assumed to be given as
L by (Tx)z( Tf)“a @) dv
PMIYRIDLYE soc| Te) | T U,=Up=D - ©)
bp?Qr [T..\2 Fick’s law of diffusion, i.e.,
Lf’M’EXp:8'6XlO4|"I|Y—- T_ (4)
F,stoic F d dY,:
— ( pD —) =0 (10)
where ¢=1/4-inverf[1/(1+9S)]} and whereinverf is the in- dz dz

verse error function. For buoyancy-controlled flames, the theorgfs ysed to determine the variation of the fuel mass fraction in the
ical expressior{7] and experimental correlatiof8] are respec- axjal direction. Note that axial diffusion was ignored in Roper’s

tively given as mathematical formulation leading to E@). Assuming a constant
ot 1173 density and diffusion coefficient, Eq10) provides a linear con-
_ 9¢ QT2 T¢ | centration profile in the axial direction. Applying the following
Lt B thy= m T, ®) boundary conditions
HPQETAYS Yelzo=1 (1)
L =2.0x10° —w} (6) dv,
f,B,exp ah4Té — pD —_ = k”pYF|z:L (12)
dz =L, f

For the transition regime, the flame height is giverf &s

L 3
1+3.3£< ﬂ)
Ltm U=
z D D-— Lfk”
The above closed-form expressions are now the standard expres- . .
sions used for predicting laminar diffusion flame heights usintjote that Eq(12)is a statement that, at the flame height, the rate
slot burners. It should be noted that the slot flames in Roper et & Which the fuel is consumed is equal to the rate at which it is
[8] were co-flow diffusion flames, while the flames examined iguPplied by diffusion. Implicit in Eq(12) is also the assumption
this study were produced by a jet of gas burning in quiescent dffat the reaction is first-order. Substituting Eg3) into Eq. (8)
It was stated in Roper et a8] that the co-flow of air had no an_d integrating ylelds_the following expression for the flame
effect on flame height for the flames produced using slot burnefight of a purely diffusion-controlled flame produced using a slot
While more complicated theoretical descriptions of laminar diffuurner:
sion flames have since been developed, slot flame behavior is still 2
" - - $QeTs
traditionally characterized as either buoyancy-controlled or ( )
momentum-controlledi9]. hT.
Laminar diffusion flames represent an archetypal combustion 1 [ pQeTs\?
process that has been extensively researched and several texts k"D ﬁ( hT )
have chapters devoted to the subj¢&0,11]. Diffusion mi- *
croflames produced using circular burner ports have only recentigr a diffusion-controlled slot flame, the flame height is not a
been examined and such flames could potentially be used agiaction of the burner port width. This behavior is similar to that
means of isolating buoyancy in a terrestrial environment. Diffdor a buoyancy-controlled slot flame. Also note that E) pre-
sion microflames produced using slot burners have not yet bediats that as the flow rate increases the flame height approaches a
investigated. Given that the behavior of slot flames is known to leenstant value oD/k”. As will be shown below, Eq(14) does
different from flames produced using circular burner ports, amot accurately predict micro-slot flame height for larger values of
examination of diffusion microflames produced using slot burneti8e volumetric flow rate.
is warranted. In this paper, the behavior of laminar jet diffusion Thermal radiation has not been included in the above model. As
microflames produced using slot burners is examined. In 82, previously noted, microflames appear to be qualitatively similar to
expression for a purely diffusion-controlled flame is developedhicrogravity flames. Since thermal radiation is known to be sig-
To gain insight into the phenomena responsible for microflamméficant in microgravity flames, one may suppose that accounting
behavior, an order of magnitude analysis was performed and floe thermal radiation should also be important in predicting mi-
methodology of this analysis is outlined §3. The methods used ¢mflame behavior. The principal reason that thermal radiation has
obtain the experimental data and the accuracy of the experimentat been included in the above model is that the inclusion of
data are discussed in 84 and 85, respectively. The results of thermal radiation, except possibly under the most severe assump-
investigation are provided in §6. Conclusions as to the behaviortadns regarding thermal radiation behavior, would have removed
micro-slot flames and the effectiveness of mathematical modéfe possibility of developing a closed-form solution. In addition,
to predict laminar jet micro-slot diffusion flame height are givetthe standoff distance in microgravity flames is greater than that for
in 87. flames in a terrestrial environmefit2]. For microflames, while

the axial component of velocity in a purely diffusion-controlled
slot flame is found to be
u

4 Lig)®
Lf,trans:§Lf,M L
.M (13)

Lto,thy= (14)

1+
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the standoff distance is larger relative to the overall size of the
flame, there is no evidence that the standoff distance increases ir
size for microflames. The flame heat feedback by conduction is
therefore not reduced and the relative significance of thermal ra-
diation is not increased. In addition, the luminosity of microflames
does not decrease to the extent observed in microgravity flames.
While no quantitative data has been collected in this study to
show that the temperature of microflames is lower relative to
larger flames, the luminosity of the microflames seems to imply

that the flame temperature is not significantly lower. Since the 1. 35 mm Single Reflex Camera with 5X Macro Lens
magnitude of the temperature drop in microgravity flames is pro- 2. Burner Port :
portional to the ratio of the radiative heat loss to the combustion 3 Wire-mesh Enclosure
heat releas¢l12], the observed microflame behavior seems to in- A Valve
dicate that the relative contribution of radiative heat transfer does _° :
not increase for microflames. 5. Mass Flow Meter / Display
Heat loss to the burner port was also not considered in the 6. Metering Valve
above model. The primary reason for this assumption is that in 7. Pressure Regulator
Nakamura et al[13], the temperature of the burner port and thus 8. Fuel Tank

the heat loss to the burner port was found to have no effect on

microflame flame height for circular burner ports. Burner port Fig. 1 A schematic diagram of the experimental test cell
temperature did affect the quenching distance and this was iden-

tified as an important consideration when formulating the flame

chemistry model for use in a multidimensional computational

model of microflame behavior. Nom =D/l ¢ (19)

As noted in Ropef7], u,,=QelYg qoic/bh and the diffusion to
. . momentum parameter may be recastNisy = 1/1Yg i ReSc
3 Order of Magnitude Analysis where the Reynolds number is defined as=ReLr/bhv. Note
To estimate the relative importance of buoyancy, momenturifiat in these definitions, it has been assumed that initial fuel tem-
and axial diffusion on flame height, an order of magnitude analperature is the ambient temperatureNiy <1 then the flame is
sis was conducted. The gradient of the kinetic energy associam@mentum-controlled and the expressions developed by Roper,
with the axial flow was assumed to be equal to the buoyant accEls. (3) and (4), should predict the flame behavior. Ny >1
eration plus the gradient of the kinetic energy associated with tteen the flame is purely diffusion-controlled. It is interesting to
axial flow due to molecular diffusion. This is analogous to thgote that the Froude number, as defined in Roper,(Eg.may
assumptions made in Ropgr] except for the addition of the also be recast as ErNDB/N%M. An examination of the Froude
molecular diffusion contribution. Using this assumption, the axialumber, the diffusion to buoyancy parameter, and the diffusion to

component of the fuel velocity is found to be momentum parameter is sufficient to determine the relative impor-
tance of the three transport mechanism for micro-slot jet diffusion
u,=[u2,+2az+uj]*? (15)  flame.

The first term on the right hand side represents the momentum
contribution to the axial velocity, the second term represents t%e .

buoyant contribution, and the third term represents the molecular Experimental Methods

diffusion contribution. With regard to the molecular diffusion con- Figure 1 is a schematic representation of the experimental test
tribution, there are two limits to the diffusion velocity, . If k”  cell. As can be seen from the figure, the fuel flow rate was mea-

<D/L;, the process is rate-controlled and the magnitude of tiseired using a mass flow meter with a range of 0 to 20 ml/min and

diffusion velocity is simplyk”. On the other hand, ik">D/L; calibrated for propane. The flow rate was controlled using a me-

the process is diffusion-controlled and the magnitude of the diff¢ering valve. Several ball valves were placed along the length of
sion velocity isD/L;. For the order of magnitude analysis, thghe 1/4 stainless steel tubing to allow portions of the system to be

velocity associated with molecular diffusion was assumed to lgolated. The burner port was surrounded by a wire screen mesh
diffusion-controlled. Assuming that the momentum contribution ienclosure to eliminate any random air currents that may have

negligible and expanding E@15) in a binomial series gives affected flame behavior. Optical images of the flames were re-
1 1 corded using a 35 mm single reflex camera equipped witika 5

=(2aL)Y? 14+ = Npnt — N2 ot--- 16) Mmacro Ien_s. The dlmenS|_ons (_)f the _slot t_)urne_r_ por_ts are given in

uz=(2aly) DB 32 DB (16) Table 1 with the respective dimensions identified in Fig. 2. The

slot burner ports were constructed from cylindrical brass tubing.
The rectangular slots were formed near the end of the brass tubing
NDB=D2/aL§ (17) by mechanically “pinching” the tubing. The slot width), was
determined using stainless steel feeler gages of known thickness.

The diffusion to buoyancy parameter may also be recadl@s e g|ots were observed under axL@agnifier to ensure that the
=1/GrSé where the Grashof and Schmidt numbers are respec-

tively defined as G1eaL?/v2 and Sc=v/D. If Npg<<1 then the

flame is buoyancy-controlled and the expressions developed by ) )
Roper, Eqs(5) and (6), should predict the flame height. Kpg Table 1 Burner port dimensions
>1 then the flame is diffusion-controlled.

whereNpg is the diffusion to buoyancy parameter defined as

i . Lo Dimension B1 B2 B3
In a similar manner, assuming the buoyant contribution is neg-
ligible and expanding Eq15) in a binomial series gives (mm)
1 1 b 0.254 0762  0.102
Uy=Ugo 1+ 5 Npy+ g Now+-+ (18) h 3550 3390  3.82
whereNp), is the diffusion to momentum parameter defined as ! 0.260 0.260 0.260
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Table 3 Baseline parameters

/
~ \ Parameter Magnitude
h D 1.794x10™m* / s

1.0
0.1m/s

1500K
298K

298K
Y,

F ,stoic 0.06
Fig. 2 A schematic diagram of the burner port ¢ 6.99297

i
k ”
t L
TF
T,

slot width was uniform across the burner. The slot lengthand
the wall thicknesst, were determined using digital micrometers.sion of the feeler gauges was taken as one-half the feeler gage’s
Prior to recording data, the flow rate was set to a level known teast count. The bias was assumed to be zero. The precision of the
produce a flame. Once a flame was established the flow rate Wwagner port length measurement was determined using a gage
decreased until the flame extinguished. The flow rate was thelock of known width. The initial precision error limit was taken
slightly increased to a point where the flame could be reestads the 95 percent confidence level of 41 measurements of the gage
lished. Once the flame was reestablished, an image of the flaneck using the same micrometers used to measure the burner port
was recorded. The flow rate was then gradually increased anidith. This value was found to be 0.003074 mm. Since this value
several images were recorded. The flow rate was increased @b less than one-half the micrometer’s least count, i.e., 0.005
data collected until a subjective determination of the point wheram, one-half the micrometer’s least count was specified as the
buoyancy forces became significant was noted. This point corggrecision error limit. The bias was taken as the difference between
sponded to the point where the flame began to assume the famitfés stated length for the gage block and the average value of the
“teardrop” shape. To ensure repeatability, this above procedusa measurements. The precision and bias error limits for the
was repeated four times for a total of 33, 26, and 21 data poirigrner port length measurement will be the same as those reported
for burner ports B1, B2, and B3, respectively. High-resolutiofor the burner port wall thickness measurement since the same
digital images in the form of jpeg format image files were themicrometers were used for the wall thickness measurement. The
obtained during the processing of the photographic film. Therecision error and bias limits for the flame height measurement
flame height for each of the data points was determined usingre determined by taking 40 measurements, using the same com-
these files and a commercially available image analysis programercially available image analysis software used to determine the
The quantitative results for flame height and shape were obtairfigime height, of a high resolution jpeg image of a gage block of
by identifying the position of peak blue luminosity on the imageknown width. The precision error limit was taken as the 95 per-
For non-sooting flames and flames where the soot does not pesnt confidence level of the 40 measurements of the gage block
etrate the flame sheet, previous researchers have shown thatithisge. The bias was taken as the difference between the stated
location also corresponds to the stoichiometric locafibd]. length of the gage block and the average length of the 40 mea-
surements.
5 Experimental Accuracy

The uncertainty of the experimental measurements was detBr- Results and Discussion
mined using the Euclidean norm of the bias error limit and the Table 3 presents a listing of the baseline parameters used in the

precision error limit calculations. The value for the binary diffusion coefficient was
= calculated for a binary mixture of air and propane at a temperature
U=yB"+P (14)  of1500 K and a pressure of 101.3 kPa, as outlined in Reid et al.

The precision error limit and the bias error limit for each of thé€15]. The ratio of the actual initial momentum to that for uniform
measured quantities is provided in Table 2. The precision and bffgv was assumed to be unity because of the geometry of the
error limits of the volume flow rate were determined from théurner ports. Since the slot burner ports were formed at the end of
manufacturer’s calibration data sheet. The precision error linflylindrical brass tubing, a relatively uniform velocity profile
was taken as the reported uncertainty in the flow rate,5 per- should exit at the burner port exit. The value of the reaction rate
cent full-scale, and the bias was taken as the average of the isiagstant presented in the table represents an order of magnitude
observed in the 5 point calibration data. The burner port widgstimate. This estimate was determined by noting that since the
was measured using feeler gages of known thickness. The prdléime is stationary and since there is a relatively small distance
between the flame and the burner port, the reaction speed should
be on the same order of magnitude as the velocity of the fuel

Table 2 Precision and bias leaving the burner port. For all the experimental conditions con-
sidered, the fuel flow rate wad(10~8 m%/s) and the burner exit

+ P +B area wa$D(10 7 m?) and thus the reaction rate constant given in

0 0.3 ml/min 0.03ml/ min Table 3. It is recognized that the reaction rate constant is typically

determined using an Arrhenius type relation. Note that the first-

b 0.0005 mm 0.00 mm order reaction model used to develop the diffusion-controlled
flame height expression is of questionable accuracy near the flame
h 0.005 mm 0.00 mm leading edge. Also note that the temperature near the flame lead-
L 0.0115mm 0.0194 mm ing edge may be several hundred degrees lower than the fully
L developed flame sheet temperature and that a significant, relative
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Table 4 Range of dimensionless parameters

Burner Fr./ N pg i N pat min”
Port Fr,,. I\ I\
B1 246x107/  233x107%/  4.15x10°%/

139107  8.43x107"  5.28x10'
B) 240x107°/ 1.45x107%/ 9.00x10°%/

1.80x10™  6.47x10"  1.64x10*
B3 2.15x107%/  2.31x107%/  1.69x10°%/

8.11x10 1.27x10°  2.43x10?

to the characteristic size of the flame, quenching zone exists near
the burner port. Given limitations of the first-order reaction model
and the temperature dependence of an Arrhenius relation, the or-
der of magnitude estimate of the reaction rate constant should be
sufficient for the analysis. The value of the flame temperature was
taken to be the same as that assumed in RigflefT he initial fuel
and the ambient temperature were both taken to be room tempera-
ture. The value for the functiog and the fuel mass fraction were
calculated for a stoichiometric propane-air reaction.

The Froude number, E@l), the diffusion to buoyancy param-
eter, Eq.(17), and the diffusion to momentum parameter, @§),
were calculated using the above baseline data and the experimen-
tally observed flame data. Table 4 shows the range of these three
parameters for each of the burner ports. From an examination of
the Froude number, it is clear that in an analysis that considers
only buoyancy and momentum, the micro-slot flames are in the
buoyancy-controlled regime. For micro-slot flames, the table also
shows the importance of accounting for molecular diffusion.
While the minimum diffusion to buoyancy parameteid$10™?)
for all the burner ports, the maximum values indicate that buoy-
ancy and diffusion are of comparable magnitude. From the diffu-
sion to momentum parameters, it is clear that molecular diffusieig. 3 Photographic images of typical micro-slot diffusion
is at least of comparable magnitude to momentum and the fordisnes. Note an increasing flow rate from the bottom to the top.
associated with molecular diffusion can be several orders of mag-
nitude greater than those associated with momentum. From this
information one may conclude that micro-slot flames, while simi-
lar to diffusion flames produced in a microgravity environmengiffusion to momentum parameter ranged fro@(10 2) to
i.e., in a purely diffusive environment, are not buoyant-free oved(10™1). From these values, one would expect that buoyant ac-
the entire range of conditions. Over a certain range of conditionssleration would be more important than molecular diffusion in
momentum, buoyancy, and molecular diffusion contributions mugite microflames produced using circular burner ports. Again, the
be accounted for if one is to accurately predict micro-slot flamateraction between molecular diffusion and buoyancy results in
behavior. It is interesting to note that in Ban et ], micro- buoyancy having a negligible impact on circular burner port mi-
flames produced using circular burner ports are characterizedcasflame behavior and, therefore, characterizing circular burner
convection-diffusion controlled. This conclusion was based upgort microflames as convection-diffusion controlled as stated in
a Froude number definition that employed the burner port diarBan et al[4] is appropriate. In this study, the impact of buoyancy
eter as the characteristic length. From Ropéf and Dietrich, is not cancelled out by molecular diffusion and therefore one must
et al.[2], one may conclude that the flame height is a more apensider buoyancy forces when characterizing the flame behavior,
propriate characteristic length. An examination of the results #ven for so-called microflames.
Ban et al.[4] shows that even if the characteristic length is taken Figure 3 provides three photographic images of typical mi-
to be the flame height and not the burner port diameter, the Frougteflames observed in this study. Figure 4 is a qualitative depic-
number for the flames examined in that study range f@(fh) to tion of the flame shape at various flow rates for burner port B2. As
O(10). Using the previously defined regimefransition, for the flame height, the flame sheet was defined as the center of
momentum-controlled, and buoyancy-contro)letiis would indi-  the blue luminescent region of the flame. At a 2.2 mL/min flow
cate that the flames in Ban et f4] fall within the transitional to rate, the flame has a semicircular shape and a flame sheet is only
momentum-controlled regimes. These regimes have no meansigservable well above the burner port exit due to quenching as-
for flames produced using circular burner ports, however. As preaciated with the burner port. For flow rates of 5 and 7 mL/min,
viously stated, for circular burner port geometries molecular dithe flame continues to have a semicircular shape but the leading
fusion effects tend to cancel out the effects of buoyant accelegsige of the flame moves lower. For these flow rates, the cross
tion. Buoyancy effects would therefore play an insignificant rolgectional shape of the micro-slot flames is qualitatively the same
in the behavior of micro-flames produced using circular burneis for circular burner port flames produced in a microgravity en-
ports. The diffusion to buoyancy parameter for the flames exawironment. At a flow rate of 9 mL/min, the existence of soot was
ined in Ban et al[4] ranged fromO(10 %) to O(10 %) while the first observed. At this flow rate the soot did not penetrate the flame
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Fig. 6 Micro-slot diffusion flame height as a function of flow
rate for Burner Port B2

to clearly identify the flame sheet from the jpeg images and the
flame height was visually extrapolated from the jpeg images. Also
shown on these plots is Rope{’8] theoretical expression for the
buoyancy-controlled flame height, E&), and the theoretical ex-
pression for a purely diffusion-controlled flame, Ed4). It is

Fig. 4 Schematic representation of Burner Port B2 flame clear to see that the Roper’s theoretical expression for flame
shapes: (1) 2.2 mU/min, (2) 5 mL/min, (3) 7 mL/min, (4) 9 mL/ height does not accurately predict the experimentally observed
min, and (5) 10 mL/min. behavior, especially for larger flow rates. The reason for this may

again be found in the above discussion of the dimensionless pa-
rameters. Roper’s expression assumes that buoyancy is the domi-
sheet and the flame sheet was observed to be at the same horipant transport mechanism and for micro-slot flames this is not the
tal position as the burner port exit. Soot did intersect the flane@se. As can also be seen from these figures, the theoretical ex-
sheet at a flow rate of 10 mL/min and the flame began to assupression for the purely diffusion-controlled flame height accu-
the familiar teardrop shape associated with diffusion flames. Fately predicts the behavior for the smaller flow rate values. As
this flow rate, the flame height was estimated from a visual egne would expect, the predicted value of the flame height using an
trapolation from the jpeg image. As mentioned in 84, once thexpression for a diffusion-controlled flame is less than the experi-
flame began to assume a teardrop shape, no additional data masitally observed flame height for larger flow rates. Again, this
recorded. behavior can be explained by considering the physical mecha-
Figures 5, 6, and 7 show plots of flame height as a function ofsms at work. For larger flow rates and larger flames, the mecha-
flow rate. The experimental measurement uncertainty for timésms of buoyancy and momentum begin to play an increasingly
flame height and the flow rate for all of these plots is respectiveijportant role in the behavior. While molecular diffusion may still
ULf: +226%10 2 mm and UQF: +0.3mL/min. Again note be significant, the other mechanism must now also be considered.

that the flame height was taken to be the maximum height of the 1© détermine the range for which the theoretical expression for
peak blue luminescent region of the flame. This point was cleafiy!e!y diffusion-controlied flame height is applicable, the theoret-
observable except for several data points corresponding to {h! value of the diffusion to buoyancy paramefépg , was com-

larger flow rates. At these points soot was present in the flanfg@red with the experimental value. This comparison is shown in
While the soot never fully penetrated the flame tip, it was difficuff!d- 8 @long with a line corresponding to a perfect correlation
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Fig. 5 Micro-slot diffusion flame height as a function of flow Fig. 7 Micro-slot diffusion flame height as a function of flow
rate for Burner Port B1 rate for Burner Port B3
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2 Previously developed closed-form mathematical expressions
used to predict laminar diffusion flame height do not accu-
rately predict the behavior of laminar jet micro-slot diffusion
flames.

Given the importance of laminar diffusion flames as a model for

more complex combustion processes, it is important to fully un-

derstand the behavior of such flames over a wide range of condi-
tions. Microflames represent a flame regime that has yet to be
fully explored. This investigation has identified several areas

needing additional investigation and has provided the first closed-
form mathematical expression capable of predicting laminar jet
micro-slot diffusion flame behavior.
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Nomenclature

a = mean buoyant acceleration

between the theoretical and experimental values. The theoretical b = burner port width

value of Npg was calculated using E@l14) for the flame height

B = bias error limit

while the experimental value was calculated using the experimen- D = diffusion coefficient
tally observed flame height. It is quite clear from the figure thata Fr = Froude number

regime exists outside of which E¢l4) is valid. From the figure,

for a value greater thaNy3=3.75 the theoretical expression for
purely diffusion-controlled flame height should not be used. For a
value less than 3.75, the theoretical expression should provide an
accurate prediction of the flame height as there is a nearly one-to-
one correspondence betwelﬁgévthy and NBé,exp One may there-
fore conclude that care should be taken before assuming that mi:
croflames are buoyant free despite the qualitative similarities,, PB
between such flames and flames produced in a reduced, or micro-2M

gravity environment.

7 Summary and Conclusions

g = acceleration due to gravity
Gr = Grashof number
= burner port length
| = momentum correction factor
k” = reaction rate constant
L; = flame height
P = precision error limit
= diffusion to buoyancy parameter
= diffusion to momentum parameter
Qe = fuel volume flow rate
Re = Reynolds number
S = molar stoichiometric oxidizer-fuel ratio
Sc = Schmidt number
t = burner port wall thickness

This paper has examined the nature of laminar jet micro-slot T = temperature
diffusion flames. Using slot burner ports with burner widths less U = velocity )
than 1 mm across, a series of experiments was conducted and datall = measurement uncertainty
was collected for propane-air flames. Data was collected in the Yr = fuel mass fraction
form of high-resolution jpeg images and these images were ana- Z = coordinate direction
lyzed to determine flame height and flame shape as a function@feek Symbols

flow rate and burner port geometry. A theoretical expression ca-
pable of predicting the flame height for purely diffusion-
controlled micro-slot flames was developed. An order of magni-

v = kinematic viscosity
¢ = function used in flame height calculation

tude analysis was conducted to determine the relative importariebscripts
of buoyancy, momentum transfer, and molecular diffusion on _

micro-slot flame behavior. The experimental data was compared D =
to an existing closed-form mathematical model that has been ef-
fectively used to model diffusion flames and to the theoretical =

B = buoyancy-controlled
diffusion-controlled
exp = experimental

flame

expression for purely diffusion-controlled flames. In addition to _

noting that to characterize micro-slot diffusion flame behavior one _
must examine the Froude number and either the diffusion to buoy'stoic _
ancy or the diffusion to momentum parameter, the following con-

clusions may be drawn:

F = fuel

momentum-controlled

stoichiometric conditions
thy = theoretical

trans = transitional regime

1 Despite the shape of micro-slot diffusion flames, the forces z = coordinate direction
associated with buoyancy are not always negligible. It is o« = ambient conditions
hypothesized that the cross-sectional shape of laminar jet
micro-slot diffusion flames may be the result of significanReferences
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Introduction filled with moist air. The relative importance of heat and mass
Ii_ffusivities explicitly appeared in his work through Lewis num-
er. However, for the particular fluids considered, his study was
% sentially limited to Le-1. Costa[17] presented a unified for-
1$ulation for stream function, heat function and mass function in a
, suitable for direct incorporation into a CFD code, and solv-

Stream functions and streamlines are routinely used for visu%
ization of flow fields in CFD analysis. As analogous concepts f
visualization of convective-diffusive heat and species transp
respectively, heatlines and masslines have also been usedf
nearly two dec_ades. The heatlines and maS.S“nes represent nQ “them, utilizing the same procedures, which are used for solu-
crossed conduits for flow of heat and species respectively, W5 of the orimiti iabl

. . ) - primitive variables.
thus their shapes give a global picture of heat and species trans-
port, in much the same way as the streamlines provide inform@)jective
tion on mass flow in single component systems. Although th
concept of heat flux lines is well established in conduction heatAn important requirement for derivation of heat and mass func-
transfer, the concept of heatline was first introduced by Kimuitions is that the corresponding energy and species transport equa-
and Bejan[1] and its counterpart for mass transfer by Trevisations do not contain any source term. This has rendered this ap-
and Bejar{2]. Subsequently, this visualization technique has be@foach unsuitable for an important class of transport phenomena,
used for various geometri¢8,4,5,6,7]. Bejari8] has presented a namely, reacting flows. A survey of the existing literature also
review of pre-1995 literature on heatlines and masslines. Recé@yeals that all the work reported so far have been limited to
advances in this field include use of heatlines for porous medi@ll-bounded external and internal flows. The objective of this
[9], spherical geometries in presence of radial mass eflG}, Work is to provide a more general formulation for heat and mass
turbulent flows[11] and conjugate problemil2,13]. Although functions, which would include reacting flows and would reduce
most of the studies utilizing heatlines and masslines have beérthe conventional formulations for nonreacting flows. This for-
limited to steady flows, Aggarwal and Manhag#a5] have ex- Mmulation would be used to study the scalar transport in nonreact-
tended the concept to transient heat transfer problems in cylindid jets and jet flames. As would be evident from the following
cal geometries to present instantaneous pictures of heat transgitgtion, the focal points of the present work dfg:extension of

Apart from using heatlines and masslines as post-processlﬁ@ concept of heatline and massline to reactlng.flovy through use
tools, some works have also been reported, which present iffi-conserved scala(?) development of a formulation in terms of
proved or alternative formulations for these. Bello-Ochefée Cconserved scalar incorporating differential diffusion effects, and
derived a Poisson-type equation for heat function, analogous (& application of this formulation to two-dimensional planar non-
that used for calculating stream functions in terms of vorticitfeacting and reacting free shear flows. We emphasize that the
Morega and Bejafil4,9]used similarity variables to derive closedPresent formulation is intended for use as a post-processing visu-
form expressions for heatlines in forced convective boundary laglization and analysis tool only. Consequently, the simulations of
ers over flat plates in fluid media and fluid-saturated porous medi@nreacting and reacting flows previously developed using codes
respectively. Costal5] followed a similar approach to deve|0pt.hat.have been thoroughly validated and dlSCUSSEq in earlier PUb'
analogous closed form expressions for natural convection frdiations from our grouf18,19]have been used to illustrate this
vertical flat plates for both isothermal and isoflux boundary corRost-processing technique.
ditions. Costq16] applied the concept of heat and masslines to ]
study double diffusive natural convection in square enclosurednalysis

- For reacting flows, the energy equation, expressed in terms of
Wisiting Scholar; on leave from Mechanical Engineering Department, Jadavpg@mperature or sensible enthalpy, contains a source term, repre-
University, Calcutta 700032, India senting heat released during combustion. Similarly, species con-
Contributed by the Heat Transfer Division for publication in th®URNAL OF s . ! !
HEAT TRANSFER Manuscript received by the Heat Transfer Division August 16S€rvation equations become non-homogeneous due to presence of

2001; revision received February 28, 2002. Associate Editor: J. P. Gore. terms representing production and/or destruction of the respective
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species, owing to chemical reactions. However, it is possible to

express the scalar transport in terms of homogeneous differential Z Di_n iﬂ

equations through use of variables, which are conserved in a . i=1 20X

chemical reaction. Such variables, termed conserved scalars, are 1e., Dx:—&_ (4a)
the total enthalpyi.e. sum of sensible enthalpy and enthalpy of E hil

reaction)of the mixture and atomic mass fractions of individual =1 IX

elements. Our objective in the present work is to derive the react- = | ) . . L . .
ing flow counterparts of heat and mass functions by using theRsimilar equation foD, is obtained, considering the gradients in

conserved scalars. y-direction. The average values of mass diffusivities are different
The present analysis begins with the scalar transport equatidf diffusion fluxes inx andy-directions, due to the existence of
for reacting flows in coordinate-free form. different mass fraction gradients in the two directions.

The incorporation of Egs(4a) and a similar equation foD,
Energy Equation. The energy equation is expressed in termisito Eq.(3), expressed in Cartesian coordinates, yields the follow-
of total mixture enthalpyi.e., sum of sensible enthalpy and ening form:
thalpy of reactionin the following form[20,21]:

J h)+ J h)+ J h
ot (P + — (puxh) W(pvy )

d J
E(ph)+V-(pVh)=&—?+V~VD*V~Q+Z: \AY%

N
N J JT aY;
= —|k—+pD,>, h—
+ > pify i (Vi—V) 1) ax( ax P Xz‘l 'ax)
i=1

In the above equatior denotes the enthalpy of the gas mixture, 4 i
modeled as a mixture of ideal gases. Hence, the mixture enthalpy ay
Using the definition oh; (Eqg. (2)), it can be shown that

can be expressed as
N N T
h=2 yihi=2, yi| Ah + f cpi<T>dT} @) oh,_ aT
i=1 =1 Tref - =L (6)
X Pi gx

Equation(1) is simplified by invoking the usual assumptidi2d]
for low Mach number reacting flows, namely, negligible viscouMultiplying the above equation by; and summing over all spe-
dissipation and pressure work and presence of gravity as the opigs, we obtain

body force. In addition, radiative heat transfer and Dufour effects

are neglected and Fick's Law is assumed to be valid. Neglecting aT

N
JaT &yi
kW err)yz1 hiw) (5)

1O oh
radiative heat loss is a reasonable assumption for many reacting = rE Yi——— (7)
flows, except for fuels with high soot forming characteristics and x Cp'~t X

for conditions close to extinction. The use of Fick's Law for mod-_ N

eling the diffusion in a multicomponent mixture is justified by th&inally, ~ =iZ;hidy;/éx ~ can be replaced by dh/ox
presence of nitrogen as the dominant species in most reacting-1Yidhi/dx. Thus, we have

flows involving combustion of fuel in air. For such situations, it is N N

a common practicé22] to incorporate the differential diffusion aT ay; k ah; oh
effects of the various species within the framework of Fick's Law K= +PDX2 hi— :P{ ( — Dx) 2 Yi— +Di—
by considering binary diffusion of each species with respect to R rCp R x
nitrogen. With these simplifications, the energy equation has the ®
following form:

A similar equation is obtained for-direction also.
N We again define an effective diffusion coefficient in the follow-

J .
(P +V-(pVh) =V (KVT)+p2, Dy hiVy;| (3) ingway:
=1
N
k ah; dh
__Dx)z Yi I+Dx_}

The above form of energy equation does not contain any source

term. However, in order to express the right hand side of &qgn pC =1~ dX Ix

terms of total enthalpy, some transformations have to be carried Detx= P N 9)
out, which give rise to some additional source-like terms, as a iz h

result of unequal thermal and mass diffusivities;*&). Hence, ax =4 yini

for expressing the energy equation in terms of total enthalpy, the

assumption of unity Lewis number is generally invoked. In ougimilarly we can define an effective diffusion coefficieDty, in
analysis, we present an alternative transformation that enablesyusirection.

to express the equation in terms of an effective diffusion coeffi- Inserting the results of Eq&3) and(9) in Eq. (5), we obtain the
cient and total mixture enthalpy, without requiring the assumptiaghergy equation in the following form:

of unity Lewis number. However, we would like to note here that

this transformation is possible in a straightforward manner in the d d d
present case, only because it is done as a part of post-processing. 7 (P + = (pv ) + E(pvyh)
For the sake of convenience and clarity, the subsequent derivation
will be carried out in two-dimensional Cartesian coordinates only. d oh d oh
However, it can be readily extended to other systems also. = x| PDettx |+ 7y PDeﬁ,yW (10)
We can define species-averaged mass diffusion coefficients for
use in Eq.(3) as: For quasi-steady flows, this simplifies to
N N
Wi i J ohy 9 oh
DXZL hlﬁ - zl Di—NzhiW (4) & ( vah_PDeﬁ,xg + W pvyh—pDeﬁ’yw) =0 (11)
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For single component fluids, it is clearly observed that the effec- IM; Y4

tive diffusivities reduce to thermal diffusivity and Eq4.0) and a—=va(ijZj,ref)prj’,X I (18a)

(11) are equivalent to the thermal energy equation written in terms y

of temperature IM; 22 3 pD! y4 -
Elemental Species Conservation Equation. Employing ax Poy(ZiT Zined) =Dy ay (180)

Fick's Law for modeling molecular diffusion of species in th
multicomponent mixture in the same way as discussed in the
text of the energy equation, the species conservation equ
takes the following form:

©rhe contour plots of the above functions over the entire field may,
C‘ﬁ‘r’nilarly, be called as enthalpy lines and elemental masslines. As
atlgfblained by Bejaifi8], the utility of the above functions as visu-

alization tools strongly depend on the choice of reference values.
P This will be further discussed in the context of our results. It
E(pyi)Jrv.(pvyi)zv.(pDi,Nszi)ﬂ"i (12) shoulq also be noted that. the enthglpy lines anq elemental

masslines reduce to conventional heatlines and masslines for non-

reacting flows.

In combustion analysis, the similitude between different flow
configurations is often demonstrated by expressing the results in a
conserved scalar space. For this purpose, it is customary to use

We define elemental mass fractiaf, as ZJZE{\‘lej'iyi where
w; i =W,u;;/M;. Multiplying each species equation oy ; and
summing over all species we obtain

1%

N N suitably normalized values of conserved scalars as the indepen-
— ( Pz yiw; | +V- PVE inj,i> dent variable. The conserved scalars are scaled in such a way that
at\ i3 =1 the normalized values, known as mixture fractighrange from 0
N N to 1 in the entire solution domain. We have also constructed mix-
¢ 2 D W .Yy +E W 13 ture fraction lines(based on mixture fractions as the transported
TV & PEINN Yi @i (13)  conserved scalargo investigate whether these lines provide us

with further insights into various aspects of reacting flows, like
From elemental mass conservation, the last term on RHS of Elifferential diffusion of the different species. The actual definition
(13) is zero. As in the case of energy equation, we again restrigt mixture fraction adopted by us will be detailed subsequently in
our derivation to Cartesian system only for convenience. Again, agnnection with the specific cases considered.
in the energy equation, we define species averaged diffusion co- .
efficients inx- andy-directions. The equation for effective diffu- Configuration

sivity in x-direction is as follows: The formulation will first be used to visualize the transport
N phenomena in nonreacting heat and mass transfer problems. These
E D W ﬂ relatively simple problems will be used to assess the capability of
o TN gy the present formulation to elicit useful information, about the na-
Dj«= N (14) ture of the flow. For such situations, the enthalpy lines and the
Z W ﬁ elemental masslines are identical to the conventional heatlines and
T ox masslines, used in earlier studies. The nonreacting situations con-

sidered in the present work ar@) hot air issuing into a cold air
Employing Egs.(14a) and a similar expression for effective dif-ambient, and(b) methane jet issuing into air. These cases are
fusivity in y-direction @] ,) in Eq. (13), the elemental mass frac-considered as nonreacting counterparts of a nonpremixed
tion equation becomes methane-air jet flame considered subsequently. For both nonreact-

ing and reacting cases, we shall investigate the effect of gravity on

J d J the transport phenomena by presenting results at normal and zero
E(sz)+ &(PUXZ]')+ @(vazj) gravity.
For hot air issuing into cold air stream, the hot air stream is 7.5
d , 9Z; d , 9Z mm wide, issuing into a large coflow of air. Similarly, for both
= x| PPixgy ay | PEivay (15)  nonreacting and reacting cases, the methane jet is 7.5 mm wide.

The hot air(or methanejet is embedded in a 200 mm wide cold
For quasisteady flows, the equation becomes air (or air) jet for the air-into-air(or methane-into-ajrcase. Uti-
lizing the symmetry of the configuration, only one half of the
domain is used for the study. In the vertical direction, the domain
extends to 150 mm, which was found to be large enough from
) earlier studied18] for the flow field inside the domain to be
It may be noted here that for nonreacting flows, £G5)and(16) ynaffected by the boundary location. The governing conservation
are equivalent to species conservation equations. equations, boundary conditions and grid distributions are detailed
Enthalpy Functions and Elemental Mass Functions. From 1N Ref. [18]. However, in all the figures we present the domain
Egs. (11) and (16), it is obvious that the mixture enthalpy anc®nly Up to an axial distance of 80 mm for clarity.
elemental mass fractions are conserved in a chemical reacti}g',rtLI tion Methodol
Hence, their distributions are affected only by the transpo olution viethodology
mechanisms, advection and diffusion and hence, they can be congg|ytion of Enthalpy Function and Mass Function Equa-
sidered analogous to temperature and mass fraction in nonreactiggs. The solution of the conservation equatiofreass, mo-
flows.. Extending this anglogy further, we define two a_dditionq,hemum, energy, and specigs detailed in Ref[18]. The grid
functions, enthalpy functiorti and elemental mass functiol;  sensitivity and the validation of the code used for solving the
as follows: transport equations have been discussed in earlier works
JH oh [18,19,22]. Based on th_e findin_gs o_f thes_e worl_<s, all reSl_JIts are
— = pvy(h—Nyep) = pD et — (17a) Presented for a non-uniform grid distribution with 121 grids in
4% T ox y-direction and 61 grids ix-direction. Here only the procedure
for solving the equations for enthalpy function and elemental
_ ﬁ: (h—h) — pD (?_h (17b) mass function will be discussed. For solving E(k7) and (18),
PLy ret/ —P efty gy the values of enthalpy function and mass function were arbitrarily

, 94|, 9 , 9Z;
- pUXZJ-—pD-’— +W pvij—ij’yW =0 (16)

ax
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set to zero ak=0, y=0. Since the differences in the values offluid is strongly accelerated in the vertical direction due to buoy-
enthalpy and mass functions at different locations are of interestcy effect. This makes the advection in vertical direction the
the results are unaffected by this arbitrary specification of datugleminant scalar transport mechanism. This is reflected in the
Using the values oH andM at (0,0), the values for points along shape of the enthalpy line also. The shapes of the streamlines
the axis &,0) were computed by integration of Eqd.7a) and  clearly indicate the entrainment of the cold fluid into the hot fluid.
(18a). Subsequently, using the valuestbfand M at the axial o ever, since the cold fluid does not transport any net enthalpy
phomts ®,0), tge_functlons W?ré evit%ateddai;kt)her points aloqgto the mixed stream, this entrainment is not reflected in the
the row(x, y) by integration of Eqs(17b) and(18b). enthalpy line profiles. On the other hand, at zero gravity, the hot
stream is not accelerated as in the case of normal gravity. Conse-
quently, the entrainment of the colder fluid is much weaker. The

Hot Air Mixing With Cold Air. In this case, no species con-divergence of the _en@halpy line is cgused_ by _the fact that in ab-
servation equation needs to be solved, and, hence, the transp8Rce of the gravitational acceleration, diffusion effects become
process is completely described by enthalpy lines only. Howevé&tore important. In the present configuration, the diffusion is pri-
since only one species is present, change in enthalpy that takeyily in the transverse direction, due to a strong temperature
place on mixing is entirely due to changes in sensible enthalgyradient in this direction. The importance of cross-stream diffu-
Consequent to our modeling all gas species as ideal gases, dive for the 0 g case is highlighted by the significantly greater
sensible enthalpy is a function of temperature only. Hence, tlig/ergence of the enthalpy lines, compared to the streamlines. On
enthalpy change directly correlates with change in temperaturehe other hand, the near-alignment of the enthalpy lines with the

Figure 1 shows the contours of enthalpy line for a planar jet @treamlines near the top of the domain for the 0 g case and nearly

hot air at 394 K issuing at a velocity of 0.3 m/sec into a coflowing,oyghout the domain for the 1 g case illustrate the dominance of
stream of cold air at 294 K, moving with a velocity of 0.1 m/sec

The enthalpy of the cold air has been taken as the reference gﬂ\_/ectlon In the scalar transport at these locations.

thalpy for the calculation of enthalpy functidof. Egs.(17a)and Methane Mixing With Air.  For assessing the utility of el-
(17b)). Such a choice of minimum value of the transported scalgéfmental mass functions and associated masslines, we first consid-
as the reference quantity has been shf8jrto be most effective ered nonreacting coflowing streams of methane and air, both of
for visualization purpose. However, the contours presented hefghich were at 294 K. The velocity of the methane stream at the

corresp/ond to a norrr;}alizde_g enthalpy fr:lnctioln, deffined r']dsl (inlet plane was 1 m/sec, while that of air was 0.2 m/sec. The
_Hm.in) (Hmax—Hmin)- The di erence in .t € values o _ent alPYmasslines of elemental carbon, in this case, are identical with the
functions between two enthalpy lines gives the magnitude of ttﬁg .
- ) i . asslines of methane.

enthalpy crossing the region between the two lines. With the . 2(a)sh th i based b d enthal
present normalized enthalpy functions, these values represent thlélgulre az ows de Ewasshlnes, ased on car onzdan _enl alpy
fraction of the total enthalpy flow that passes between the catl€S: It may be noted that the two streams are at identical tem-

cered enthalpy lines. In the cases considered, the interface Bgratures. However, differences in the enthalpies of formation and

tween the two fluid streams at the inlet to the computational dgPecific heats lead to differences in enthalpies of the two species.
main is atx=3.75mm. Figures (R) and 1(b) show that in Hence, the enthalpy transfer takes place in this case as a result of
presence of gravity, the enthalpy lines are much more verticapecies interdiffusion. From an enthalpy transfer perspective, this

compared to those at 0-g. The transport of enthalpy is governiking can, therefore, be visualized as a mixing process of two

both by advection and diffusion. In presence of gravity, the hestreams with different enthalpies. Since methane has a negative

Results and Discussions
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Fig. 1 Enthalpy lines and streamlines for hot air (394 K, 0.3 m/sec) flowing
into cold air (294 K, 0.1 m/sec). The solid lines indicate enthalpy lines while
the dashed lines indicate streamlines. The vectors correspond to enthalpy

flux (a) normal gravity; and (b) Zero gravity.
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Fig. 2 (a) Elemental mass (carbon) lines and enthalpy lines in a planar jet consisting of methane

in the inner stream (294 K, 1.0 m/sec) flowing with air (294 K, 0.2 m/sec) in the outer stream at 1-g
case. The solid lines indicate enthalpy lines while the dashed lines indicate masslines; and (b)
Mixture fraction lines based on elemental mass fraction (carbon) lines and enthalpy for the case
depicted in Fig. 2 (a). The solid lines indicate enthalpy-based lines while the dashed lines indicate
carbon-based lines.

enthalpy of formation while that for air, modeled as a mixture afionpremixed flames under both normal and zero gravity condi-
oxygen and nitrogen, is zero, the enthalpy transfer is from air tmns. For both 0 g and 1 g cases, the f(rmkthaneand air enter
methane. the computational domain at 0.3 m/sec and 294 K. The fuel stream
We have already mentioned that in reacting flows, similitudig 7.5 mm wide. Only one half of the domain is considered due to
between different flow configurations is often demonstrated withe symmetry of the configuration. For the reacting flows, results
the help of mixture fractions, which are conserved scalars, nafre presented only in terms of mixture fraction lines. It may, how-
malized in a suitable way. It is expected that irrespective of theer, be noted that for the present reacting flow model involving
choice of the particular conserved scalar used in the definition 24 chemical specief23], the contributions to the mixture frac-
mixture fraction, identical distributions of mixture fractions araions come from more than one species. Hence, unlike nonreact-
obtained, provided the diffusion coefficients for the different scang flows, here, the mixture fraction is not proportional to the
lars are identical. To test this hypothesis, two sets of mixtuifass fraction of any particular species. Rather, it can be viewed as
fractions, defined on the basis of enthalpy and mass fraction ®finear combination of the mass fractions of several species. Con-
carbon, were considered. The mixture fractigh was defined sistent with earlier studief24,25], gravity is found to have a

with respect to the conserved scalar as follows: destabilizing effect on the flame. Thus, while under 0-g condi-
z-7, tions, steady flames are obtained, for same conditions under nor-
= (19) mal gravity, flames are observed to oscillate with a definite
Zi—Z, frequency.

In the above equatiorZ, is a conserved scalé&nthalpy or atomic
mass fraction of carbon). Substitutigfor h in Egs.(17a) and b
(17b)and forZ in Egs.(18a)and(18b), we obtain the correspond-
ing dimensionless forms dfi and M, respectively. We call these
normalized variables amixture fraction functions(in analogy

Zero-Gravity Flame. Figures 3(a)and 3(b)show the distri-
ution of mixture fraction lines based on elemental mass fraction
of carbon and hydrogen respectively, superposed on streamlines.
The contours of heat release rate which are good indicators of the
: . ! 7 flame shape and locatidi8] are also shown in the figure. As in
with enthalpy function _and_ elemental_ mass funclltar_md their the nonreacting flow situations, alignment of the mixture fraction
contours asnixture fraction linesThe mixture fraction lines, thus lines with the streamlines indicates that the transport of the con-
_con_stru;:(tte))d, uhsmg enthalp;; and car?on r_nas|§ fraction, are Shgs "ed scalar is advection-dominated. On the other hand, a diver-
in Fig. . The two sets of mixture fraction lines are seen to be h X . ’ . P
practically identical. This close similarity is not unexpected, Corﬁ_ence of the mixture fraction lines, relative to the streamlines

‘g C ighlights the importance of cross-stream diffusion. Since cross-
sidering the fact that all the species involv@d,, O,, and CH,) '9 e >
have nearly identical thermal and mass diffusivities. Moreove?tream diffusion is caused by flame curvature and hydrodynamic

this is an advection-dominated situation and hence, different%tfam'ng in the v!cm|ty of the flam§26,27], the p_atterns of .the.
diffusion effects are less evident. mixture fraction lines and streamlines can provide a qualitative

picture of the flame curvature and flame stretch. However, a de-
Reacting Flows. Having assessed the capability of our fortailed discussion on these lines is beyond the scope of the present
mulation to illustrate the important features of scalar transport imork and will be covered in a subsequent work. The figures show
nonreacting free shear flows, we now extend the concept to redtiat for both carbon and hydrogen the mixture fraction lines are
ing flows, by investigating the scalar transport in planar laminaligned with the streamline, away from the flame. On the other
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Fig. 3 Streamlines and mixture fraction lines for nonpremixed flame under zero gravity. The
dashed lines indicate mixture fraction lines while the solid lines indicate streamlines (a) & based
on carbon mass fraction, and  (b) £ based on hydrogen mass fraction. The reaction zone (nonpre-
mixed flame) depicted in terms of the heat release rate contours is also shown.

hand, near the flame, the mixture fraction lines fan out across theFigure 4(a)shows that the mixture fraction lines, based on car-
streamlines, highlighting the importance of cross-stream diffusidion and hydrogen are coincident, away from the flame. This is
in this region. because of the fact that prior to initiation of the reaction, the only
The species contributing to carbon and hydrogen mixture fraseurce for both carbon and hydrogen is the fuel. Hence, far up-
tions are all either reactants or products of combustion. Consgream of the flame, these mixture fraction lines are essentially
quently, the flame acts as a sink or source for these species, gguivalent to methane masslines. In the vicinity of the flame and
sulting in large spatial gradients in the vicinity of the flame. Thiglownstream, the hydrogen mass fraction show greater lateral di-
makes diffusion important in the region. Although the patterns @&rgence than those based on carbon. This distribution enables us
mixture fraction lines in Figs. @) and 3(b)are qualitatively simi- to conclude that the effective mass diffusivity for hydrogen-
lar, a more careful observation reveals a greater divergence of Hitaining species is higher than that for carbon-containing spe-
hydrogen-based mixture fraction lines. This is discussed in greaig@ss. Since, the hydrocarbon species and many of the radicals
detail in the context of Fig. 4. contain both carbon and hydrogen, this distribution is a clear in-
Figure 4(a)compares the mixture fraction lines based on ebjicator of the relative abundance of some hydrogen-containing
emental mass fractions of carbon and hydrogen. A comparatiygecies with high mass diffusivities like,tand H. Thus, knowl-
study of the mixture frf'action distributions, obt_ained from differenédge of the transport properties of the species involved in the
elemental mass fractions, has been used in the [2829]t0  reaction enables one to make a qualitative assessment of the flame
study the flame structure by interpreting the mixture fraction distructure(in terms of composition distributiorfrom inspection of
tributions in terms of the differential diffusivities of various spethe mixture fraction lines. For this purpose, these lines, being
cies formed during combustion. Bilgk28] developed a formula- more directly related to the advective and diffusive transport of
tion for differential diffusion of turbulent nonpremixed flames inne different species, appear to be better suited than the isolines of
terms of mixture fractions and perturbations about the equal dfixture fractions.
fusivity, adiabatic, equilibrium theory prediction. Smith et[&9] Figure 4(b)shows the mixture fraction lines based on carbon
used pulsed Raman spectroscopy to measure the temperaturegf enthalpy. The distribution is again observed to be similar,
concentrations in chemically reacting jets of /O, in air and  4jthough the enthalpy lines show a greater divergence. This may
used the measured concentration profiles to calculate the elemgg-que to the fact that the effective diffusivity in E@.7) have
tal mass fractions of carbon and hydrogen. They used these Mi¥ptributions from all the 24 species involved, including the
ture fraction data to illustrate the differential d|ffu3|0n_ effect behighly mobile hydrogen-containing onésl and H). This is in
tween CQ and H . However, some authof80]have objected to ¢qntrast with Fig. 2, where the enthalpy lines and mixture fraction
this approach on the ground that the mixture fraction or elemenigles are virtually identical. In the nonreacting case of Fig. 2, the
mass fraction reflects the cumulative concentration of all the s ily species present are GHO,, and N.., all of which have
cies, containing the particular element. For example, it is diﬁicgﬁ:wis numbers close to unity. The contrasting characteristics of

to conclude from a mixture fraction distribution of hydrogen elege tyo cases illustrate the importance of differential diffusion in
ment, whether the leading contributor to the elemental mass frqﬁl-s visualization technique.

tion is water or molecular hydrogen or some radical like atomic

hydrogen. Our objective is to investigate whether the mixture Normal-Gravity Flame. As already mentioned, the laminar
fraction lines, representing flux directions, provide us with addironpremixed flames under normal gravity conditions are found to
tional insights into the flame structure. oscillate with a definite frequency. The instantaneous temperature
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Fig. 4 (a) Mixture fraction lines based on hydrogen and carbon for nonpremixed flame under zero
gravity. The dashed lines indicate mixture fraction lines based on carbon while the solid lines
indicate mixture fraction lines based on hydrogen. The reaction zone (nonpremixed flame ) de-
picted in terms of the heat release rate contours is also shown; and (b) Mixture fraction lines
based on hydrogen and enthalpy for the same. The dashed lines indicate mixture fraction lines

based on carbon while the solid lines indicate mixture fraction lines based on enthalpy. The
reaction zone (nonpremixed flame ) depicted in terms of the heat release rate contours is also
shown.

fields in Fig. 5, obtained at different times show that the timgt,5]have shown in the context of transient heat transfer that these
period of this oscillation is 0.08 seconds. The temperature distlines can reflect the instantaneous directions of heat flow in the
bution also shows the formation of large vortical structures, whiddomputational domain. However, the implicit assumption is that
are known to cause the observed unsteadiness in the flame. the response time of the flow is much faster than the externally
Although the concepts of enthalpy lines and masslines araposed time constant, such that the quasisteady assumption is
based on an assumption of steady flow, Aggarwal and Manhamalid. Considering the width of the fuel jet as the length scale and
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Fig. 5 Temperature contours for nonpremixed flame under normal gravity at differ-
ent time instants over one period of oscillation
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tal hydrogen (solid lines ) for nonpremixed flame under normal gravity at different

time instants over one period of oscillation

10 08
0.7
0.6

SN N O
o
w

C massline
contour levels

=)
o
©

= NWAhOTON®O =
o
kN

X, mm

(dashed lines ) and elemen-

inlet velocity of the fuel as the velocity scale, we obtain a cha€TS-9707000 for which Dr. Farley Fisher is the Program Direc-

acteristic flow time of the order of 0.0125 seconds. Since we at@. Computations were performed on the SGI workstations at

primarily interested in the transport phenomena around the flanNCSA at Urbana-Champaign.

situated close to the inlet, the choice of inlet conditions to deter-
mine the characteristic time is appropriate. Since the flow ti
thus obtained is almost one order of magnitude smaller than the
time constant for the oscillation, the assumption of quasisteadi-
ness is justified.

The mixture fraction lines, based on carbon and hydrogen el-
emental masscf. Fig. 6), give similar qualitative picture as the
0-g flame. However, the shapes of the outer mixture fraction lines
also show the existence of the large vortical structures.

Conclusions

Cp

D
Di-n,

D,.D,

A new formulation for extending the concept of heatlines an@ e x,Defry

masslines to reacting flows through use of conserved scalars has

been proposed. The formulation takes into account the distin®;, ,D;

diffusion coefficients of different species. Results have been ob-
tained for a number of two-dimensional nonreacting and reacting
free shear flows under normal and zero gravity. For nonreacting
flows, total enthalpy and elemental mass fractions have been used
as the transported conserved scalars. For reacting flows, mixture
fractions, defined as normalized elemental mass fractions and en-
thalpy, have been employed. The results show this concept to be a
useful tool for obtaining better insights into the global qualitative
picture of scalar transport for both nonreacting and reacting flows.
For nonreacting flows, flow of hot air stream into a cold air stream
and that of a methane jet into an air jet have been considered. The
importance of diffusive transport increases with temperature and
absence of gravity. For reacting flows, the mixture fraction lines
indicate the presence of strongly diffusing hydrogen-containing
species in the vicinity of the flame. Results suggest that the con-
cept of mixture fraction lines can be a useful visualization tool for
characterizing the nonpremixed flame structure and examining the
similitude between flames in different configurations.
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omenclature

specific heatkJ/kgK)

average specific heat of mixture,
Cp=2{L1y,Cy, (kI/kgK)

width of hot jet at inlet(m)

binary mass diffusion coefficient of speciem
nitrogen(m?/sec)

species-averaged mass diffusivity for enthalpy
calculation(Eq. 4) (m?/sec)

effective mass diffusivity for enthalpy calculation
(Eq. 9) m/sec)

species-averaged mass diffusivity for mass frac-
tion calculation of elemerit (Eq. 14) m%sec)
body force per unit volume on speciegkN/m°)
enthalpy(kJ/kg)

enthalpy of formationkJ/kg)

enthalpy function(Eq. 17) kW/m)

thermal conductivity(W/mK)

molecular weight of species

elemental mass function of elemgntEq. 18)
(kg/m-sec)

pressurgkPa)

heat flux vector(kwW/m?)

Richardson numbe(Eq. 19) dimensionless)
temperatureK)

velocity of hot jet at inlettm/sec)

atomic weight of element

velocity (m/sec)

species mass fractiaiimensionless)

elemental mass fractiofdimensionless)

Greek Symbols

p = density(kg/m®)
uji = number of atoms of elemeftin 1 molecule of
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